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A-127
Evaluation of Hemoglobin A1c Immunoassay and Capillary Electrophoresis Methods

University of North Carolina, Chapel Hill, NC

Background:
Hemoglobin A1c (HbA1c) results have a major impact on the diagnosis of diabetes, as well as patient management. Two methods reported to have minimal interferences from variant hemoglobins are the Vitros5600 HbA1c immunoassay (Ortho Clinical Diagnostics) and the CAPILLARYS 2 Flex Piercing HbA1c capillary electrophoresis (Sebia, Lisses, France). Our laboratory uses both technologies with the 5600 configured in an open work-cell to facilitate testing across all shifts, while the capillary electrophoresis system is used within special chemistry on one shift. We sought to compare the analytical performance of these methods, as well as the impact of each on workflow within our Core Laboratory, and to characterize the incidence of Hb variants in the patient population undergoing HbA1c testing. Our laboratory receives ~100 samples for this analysis daily from across the hospital system.

Methods:
The study protocol (IRB# 14-2344) received exemption from IRB review. Over a 28-day period, all patient samples (n=943) submitted for HbA1c testing using the Vitros methodology were anonymized and reanalyzed using CAPILLARYS HbA1c. Discordant samples (<0.6% difference) were frozen (~80°C) and analyzed by an NGSP reference laboratory using ion-exchange HPLC (Tosoh G8). Discordant samples containing Hb variants were verified using boronate-affinity HPLC (Trinity Ultra 2). Additionally, known homozygous or double heterozygous hemoglobin variants (HbSS, HbEE, HbSC, HbDD, provided by Sebia, Inc.) were analyzed using each method. A 7-Cycle timing analysis was performed to determine the impact of each system on workflow. Data were analyzed using EP Evaluator software (Data Innovations, LLC).

Results:
Method comparison showed good correlation (r = 0.999; R2 = 0.999) between the two methods. Seventeen discordant samples were sent to the NGSP laboratory. Four original Vitros results were >0.6% from the NGSP result of which 2 were found to have hemoglobin AS and AC variants. One Sebia result was >0.6% from the NGSP value; no Hb variant was detected. Prevalence of hemoglobin variants was 4.4% of the total population tested. One sample reported 4.6% HbA1c by the Vitros but showed an elevated hemoglobin F (27.5%) with no reportable HbA1c by CAPILLARYS HbA1c. NGSP laboratory reported 5.9% HbA1c for this sample. HbA1c values were not reported on known homozygous and double heterozygous samples using the CAPILLARYS HbA1c, but the Vitros method generated results (4.03-5.1%) for some glycated hemoglobin on several of these specimens.

The workflow study showed preparation time for the Vitros averaged 4.2 ±0.8 minutes compared to an average of 1.4 ±0.16 minutes for the CAPILLARYS2 Flex Piercing. The estimated run time for 40 samples was 60 minutes on the CAPILLARYS2 compared to 23 minutes using four Vitros5600's as the current configuration permits.

Conclusion:
This study reports high agreement for HbA1c measurement between the Vitros5600 immunoassay and the CAPILLARYS2 Flex Piercing electrophoresis methods in normal patient samples. The methodology of each system provides reliable results, with little interference from hemoglobin variants in the Vitros method. Thus, discrepant values observed are most likely due to the presence of a variant hemoglobin or random error. However, our current workflow design favors the use of the Vitros5600.

A-128
Assessing Performance for Assays Reporting Equivocal Results

V. H. Petrides1, H. S. El Mubarak2, M. V. Kondratovich3, K. L. Meier4, J. Ye5, S. H. Gawel6, A. Akersod7, A. Charnot-Katsikas8, K. Simon9, Abbott Laboratories, Abbott Park, IL, 1U.S. Food and Drug Administration, Silver Spring, MD, 27llumina, Inc., San Diego, CA, 3The University of Chicago, Chicago, IL, 4Biologics Consulting Group, Alexandria, VA

Background:
Assessing the performance of qualitative tests reporting one of two possible results (positive or negative) relative to a gold standard is typically straightforward. Common performance measures include positive and negative predictive values, sensitivity and specificity, and likelihood ratios. However, what performance measures should be reported when a test includes equivocal results? Equivocal results are often simply ignored. The objective of this investigation is to demonstrate how the perception of assay performance can vary depending on the how equivocal results are treated and to provide recommendations for assessing performance in these situations.

Methods:
An equivocal result here is defined for in vitro diagnostic tests with a continuous underlying signal, where one of two results is preferred but not always possible. Equivocal results are non-missing, non-erroneous results which are neither positive nor negative. Typically, the percent of equivocal results in a study is relatively small. We consider hypothetical data with three possible outcomes to show how various approaches described in literature affect performance estimates.

Results:
The true positive fraction results ranged from 75% to 85%, which corresponds to the same values when calculating sensitivity for a dichotomous test. The false positive fraction results ranged from 20% to 30%, which corresponds to specificity values ranging from 70% to 80% for a dichotomous test. The likelihood ratio positive, equivocal, and negative values were 3.75, 1.00, and 0.21; the percentages of positive, equivocal, and negative results were 38%, 10%, and 52%, respectively; and the pre-test risk of the target condition was 33%.

Conclusion:
Sensitivity and specificity calculations alone can be misleading in understanding the performance of assays with equivocal results. Likelihood ratios along with the corresponding percent for each outcome and the pre-test risk provide useful information about performance of tests with equivocal results.

A-129
Serum concentrations of macro-AST relative to normal AST: limits consistent with IgG or IgA complexes and with normal rates of serum AST production

A. S. Rubin, L. J. McCloskey, B. M. Goldsmith, D. F. Stickle, Jefferson University Hospitals, Philadelphia, PA

Background:
Our laboratory is occasionally asked to evaluate isolated enzyme elevations for the presence of macroglobulins. Evaluation is based on lability to polyethylene glycol (PEG) precipitation. One recent case was consistent with macro-AST. The physician asked whether, despite this finding, one could still rule out a
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Two-fold dilutions were not sufficient to abrogate the interference. Protein-free average MP concentration: 3.08 g/dL (1.84-8.66 g/dL; 9 IgG kappa, 2 IgG lambda, HDL, possibly due to precipitate formed by MP during reactions. We are unaware of testing platforms. Assays affected included inorganic phosphorus, glucose, and calcium, on patients for whom simultaneously-drawn K-EDTA samples were submitted for complete blood count including HCT (Sysmex). FBP were formed by bolus addition of 40 μL whole blood to Whatman 903 cards (Perkin-Elmer). After drying (24 h), total bloodspot area was determined by image analysis. A standard office hole punch (approximately 6 mm diameter) was then used to produce center punch (P) and remainder (R) samples. Punch area measured by image analysis was treated as constant (0.314 cm²). R sample areas were taken as the difference between total area and punch area. P and R samples were extracted in 400 μL 2.5 mM K-EDTA without a monoclonal protein does not significantly alter IP values obtained. The presence of MP >1.5 g/dL is very likely to cause positive interference with IP measurement on the Siemens Advia 1800. Preparation of a protein-free filtrate is a simple way to obtain an accurate IP value for these patients, and in studies of patients without a monoclonal protein does not significantly alter the IP values obtained.

A-131

Potassium vs. hematocrit in filter paper bloodspots: effect of large differences in potassium per unit area between center circular punch samples vs. outer annular remainder samples


BACKGROUND: Certain quantitative assays using filter paper bloodspots (FBP) are adversely affected by hematocrit (HCT) as an unknown preanalytical variable. Caiapi et al. [Anal Chem 2013;85:404] recently demonstrated use of potassium (K) from FBP punches to estimate HCT. Because the majority of K in blood is from red blood cells (RBCs), and because there is significant accretion of RBCs at the perimeter of FPB, our objective was to compare correlation of K with HCT for center punch specimens vs. remainder (outer annular) specimens. For our study, a remainder specimen was defined as the outer, annular specimen (a specimen with a middle hole) that remains after a single center punch has been removed from an intact bloodspot.

Methods: Primary samples were Li-heparin whole blood submitted to the lab for ionized calcium, on patients for whom simultaneously-drawn K-EDTA samples were submitted for complete blood count including HCT (Sysmex). FBP were formed by bolus addition of 40 μL whole blood to Whatman 903 cards (Perkin-Elmer). After drying (24 h), total bloodspot area was determined by image analysis. A standard office hole punch (approximately 6 mm diameter) was then used to produce center punch (P) and remainder (R) samples. Punch area measured by image analysis was treated as constant (0.314 cm²). R sample areas were taken as the difference between total area and punch area. P and R samples were extracted in 400 μL 2.5 mM K-EDTA solution (1 hour) with periodic vortexing. The resulting solution was measured for K (Roche Cobas c501). After correction for extraction solution K, values of K area (μmol/cm²), and correlations of α to HCT, were compared between results for P and R samples.

Results: A total of 43 patient samples were utilized. Bloodspots areas (A, cm²) were normally distributed (A = 0.91 ±0.046 cm²) and were in aggregate negatively correlated with HCT (A = -0.687 ± 0.0042 HCT(cm²)) = 1.6 cm²; r = -0.57). Corrected P/R recovery of K from 40 μL whole blood was 88±4.5%. K area (μmol/cm²) was normally distributed: α(R) = 1.23±0.26 μmol/cm²; α(R) = 1.86±0.41 μmol/cm². Note that α(R)/α(P) = 1.51±0.15. For both P and R, α was highly correlated with HCT: α(R) = 0.030 HCT(cm²); α(R) = 0.052 HCT(cm²) = 0.010 (r² = 0.912). Slopes of correlations showed higher resolution for α(R) vs. HCT. Errors (E, calculated HCT - measured HCT) for calculated HCT were normally distributed: E(P) = -0.042 ±0.018 cm²; E(R) = -0.041 ±0.019 cm²; 2.4%. The standard deviation for E(R) was reduced by 37% compared to that for E(P).

Conclusions: K per area (μmol/cm²) was significantly higher in R samples compared to P samples, with approximately a 60:40 ratio in representation of total K per total FPB area (μmol/cm²). Correspondingly, whereas α for both punch (P) and remainder (R) samples were reasonably well correlated with HCT, there was higher resolution for α(R) vs. HCT. Both the correlation coefficient for α(R) vs. HCT, and standard deviation of errors E(R) in predicted HCT, were numerically superior compared to those for P samples.

A-130

Monoclonal Protein Interference with Chemistry Measurements Performed on the Siemens Advia® 1800 Chemistry Analyzer

C. Schein, R. Carey-Ballough, Y. Posey, E. Sykes, K. Simkowski. Beaumont Health System, Royal Oak, MI

BACKGROUND: Previous articles have reported monoclonal protein (MP) interference with routine automated chemistry and immunoassay tests on a number of clinical chemistry platforms. Assays affected included inorganic phosphorus, glucose, and HDL, possibly due to precipitate formed by MP during reactions. We are unaware of any previous study that has examined MP interference on Siemens Advia® 1800 chemistry analyzers.

OBJECTIVE: With a large elderly and oncology population, we were interested in determining what routine chemistries performed on the Siemens Advia® 1800 are impacted by the presence of MP. In addition, we wanted to investigate how the type and quantity of the MP affect the amount of interference observed.

STUDY DESIGN: Remnant sera from 15 patients with serum protein electrophoresis showing a MP greater than 1.5 g/dL were run on the Siemens Advia 1800 for albumin, alkaline phosphatase, ALT, AST, total bilirubin, blood area nitrogen (BUN), total calcium, CO2, creatinine, glucose, magnesium, uric acid, total cholesterol, HDL, triglycerides, total protein, and inorganic phosphorus (IP). Reaction curves were analyzed to determine presence or absence of interference. Where quantity allowed, two-fold dilutions (5 samples) and protein-free filtrates (5 samples, using Centrifree® Ultrafiltration Devices, Millipore) were prepared and re-tested for inorganic phosphorus to determine the magnitude of the interference.

RESULTS: Patient characteristics were as follows: average age: 63 years (36-80, 9 male, 6 female); diagnoses: 3 B-cell lymphoma, 2 lymphoplasmacytic lymphoma, 9 multiple myeloma, 1 unknown; average total protein: 9.0 g/dL (7.2-14.7 g/dL); and average MP concentration: 3.08 g/dL (1.84-8.66 g/dL; 9 IgG kappa, 2 IgG lambda, 4 IgM kappa). The majority of samples (12/15) showed a positive interference for IP. The average value obtained for IP in specimens with interference was 5.71 mg/dL (3.62-15.78 mg/dL), versus 3.38 mg/dL (3.13-3.55 mg/dL) in specimens without interference. Two-fold dilutions were not sufficient to abrogate the interference. Protein-free filtrate testing on 5 samples with IP interference (average IP 4.08 mg/dL, 3.62-4.63) showed an average reduction in IP of 0.66 mg/dL (0.37-0.77 mg/dL). Preparation of a protein-free filtrate did not significantly alter IP values in patients without MP. The lowest level of monoclonal protein at which interference was observed was 1.93 g/dL however, one of the specimens not showing interference had a monoclonal protein level of 3.6 g/dL; both samples were IgG kappa.

CONCLUSIONS: No interference due to MP was observed for albumin, alkaline phosphatase, ALT, AST, bilirubin, BUN, calcium, CO2, creatinine, glucose, magnesium, uric acid, cholesterol, HDL, triglycerides, or total protein.

The presence of MP >1.5 g/dL is very likely to cause positive interference with IP measurement on the Siemens Advia 1800. Preparation of a protein-free filtrate is a simple way to obtain an accurate IP value for these patients, and in studies of patients without a monoclonal protein does not significantly alter the IP values obtained.
Impact of Sample Handling on Intact Parathyroid Hormone (PTH) Concentrations in Specimens

G. S. Beligere1, E. M. Brate1, D. Elliott2, K. M. Gignac2, F. C. Grenier1, J. W. Jaraczewski1, M. S. Matias1, L. Sokoll1. Abbott Laboratories, North Chicago, IL, 2Johns Hopkins Medical Institutions, Baltimore, MD

Background: Parathyroid Hormone (PTH) is an 84 amino acid peptide hormone important in the regulation of calcium homeostasis. During recent studies with Intact PTH assays, we observed the PTH concentration in fresh plasma samples decreased approximately 4-5% after each transfer into a new tube. Because it is a common practice to aliquot samples for bio-banking, clinical studies and routine lab work, it is critical to be aware of the effect of pre-analytical factors on the PTH concentration. The loss of PTH due to sample handling was investigated using various tube types.

Method: Normal samples were freshly drawn into EDTA tubes and centrifuged to collect plasma. A portion of each specimen was spiked with PTH and the neat and spiked specimens were transferred sequentially to different tubes. All the specimens were tested on the Abbott Architect PTH STAT, Beckman Access 2 Intraoperative PTH and Roche Elecsys 2010 PTH STAT assays.

Results: Analysis of different tube types showed the PTH concentration decreased after each transfer by 6-15%. Nalgene cryovials and standard Eppendorf polypropylene tubes showed 10% and 50% decreases after one and three transfers, respectively. Eppendorf Protein LoBind tubes showed the smallest decrease. A similar effect was observed irrespective of the assays used with both endogenous PTH as well as spiked PTH specimens and in both fresh and frozen specimens. Increasing the surface area relative to volume also increased the magnitude of the effect (see Figure).

Conclusion: Pre-analytical factors can have a significant effect on PTH concentrations. In order to minimize changes in PTH concentration, it is necessary to select the appropriate tube type and size and avoid multiple tube-to-tube transfers.

Using Urine Results Produced By Flow Cytometry On The Sysmex UF-1000i To Rationalise Urine Culture Orders, Increase Clinical Efficiency And Conserve Healthcare Spending.


Background: The objective of this study is to see if the number of urine cultures could be reduced by using results from routine urinary analysis performed on the Sysmex UF1000i (Sysmex Corporation, Kobe, Japan) fluorescence flow cytometer. If this routine screening process is able to reliably predict the outcome of urine cultures, the laboratory will move away from physician based ordering of urine cultures to a reflex algorithm based on flow cytometry parameters. In this way, we intend to decrease the number of unnecessary cultures which do not manifest significant bacteria or urinary tract infection. By instituting the appropriate algorithm, we hope to automate this process, with an aim to increase analytical productivity and ensure consistency in our reporting.

Methodology: We reviewed 322 anonymised random urine results that had been analysed on the UF1000i. By looking at the number of urine cultures performed following a positive result from the UF1000i and comparing this to the number of cultures that were ordered, we were able to identify a reduction in the number of unnecessary cultures.

Results: The number of urine cultures was reduced by 17% with a corresponding reduction in laboratory workload.

Discussion: This study demonstrates that urine results produced by flow cytometry can be used to reliably predict the outcome of urine cultures.

Conclusion: This study demonstrates that urine results produced by flow cytometry can be used to reliably predict the outcome of urine cultures.
**Blood Donation Temporarily Improves Glycated Hemoglobin (HbA1c) Status In Healthy Men**

A. A. Borai¹, A. Farzal², C. Livignstone², D. Balgoon³, A. Al Sufyani¹, S. Bahijri¹, I. Kadam¹, K. Hafiz³, M. Abdelal³, G. Ferns².

**Background:** A significant change in glycemic status has previously been observed in patients with type 2 diabetes who underwent blood donation when compared to a control group. Our aim was to study the effect of whole blood donation on glycemic and metabolic markers in normal individuals at different time intervals.

**Methods:** 42 subjects with normal glucose tolerance (NGT) were recruited to the study. Glucose tolerance was assessed by oral glucose tolerance test before (visit A) and after the blood donation (1 day, visit B; 1 week, visit C; 3 weeks, visit D; and 3 months, visit E) on each subject. Fasting glucose, glycated hemoglobin (HbA1c), insulin, lipids, uric acid, C-reactive protein, homeostasis model assessment for insulin resistance (HOMA-IR) and Complete Blood Count were measured. A repeated measure ANOVA was used for comparisons of quantitative variables between different visits.

**Results:** After the blood donation, at visit C, both RBC count and total Hb concentration decreased by ~9% from the baseline levels (visit A). At visit D, HbA1c ± SD (5.3 ±0.4%) was significantly lower compared to visit A (HbA1c: 5.5 ±0.4%, p<0.05) (Figure). Cholesterol at visit A (5.3 ±1.2 mmol/L) decreased significantly following donation and remained decreased except in visit E. HOMA-IR did not change significantly following donation.

**Conclusions:** After blood donation, the reduction in RBC count and total Hb contribute to a temporary improvement in glycated hemoglobin but with no significant change in insulin resistance.

---

**Estimated Uncertainty using Routine Internal Quality Control Results for the Validation of Delta Check Method**


**Background:** Laboratory test results are valuable medical information used for management of patients. Among the utilities of laboratory tests, patient monitoring is one of the main purposes of laboratory testing. Therefore, the criteria for significant change in test results are of practical importance in the interpretation of test results. Also, the use of these criteria could be expanded to delta check. In metrological community, measurement uncertainty has been regarded as a key principle in the robustness of measurement results and the concept has been recently introduced in the clinical laboratory area. We assessed the criteria for determining significant difference in clinical laboratory testing using the estimated uncertainty with the routine internal quality control (QC) data from one laboratory.

**Methods:** The uncertainty was estimated directly by the CLSI EP29-A guideline and Guide to the Expression of Uncertainty in Measurement (GUM) using the top-down approach. We used one-year’s internal QC data to estimate uncertainty of 6 analytes including albumin, total cholesterol, triglyceride, glucose, protein and creatinine. We identified the sources of uncertainty, including pipetting, calibration errors, and lot variations as the components of type B evaluation. We collected inpatient data for six test items, and then current results and results up to 60 days prior were collected as paired test results. We calculated the relative combined uncertainty including biological variation and reference change value (RCV) for each analyte and determined the criteria for significant difference. And RCV was compared with delta check method.

**Results:** Combined uncertainty were 5.83% and 5.11% for albumin, 7.90% and 7.43% for total cholesterol, 21.06% and 20.49% for triglyceride, 6.78% and 6.78% for glucose, 5.66% and 4.93% for protein, 13.84% and 11.08% for creatinine at level 1 and level 2, respectively. With the uncertainty, we could estimate the minimal difference to claim the difference between test results. And the results of comparison between RCV and delta check method showed that detection rate of significant difference in RCV was higher about 2 times to 12 times than delta check method for all test items. Delta check method underestimated the differences in albumin, glucose and protein. In case of total cholesterol, triglyceride and creatinine, over-detections by current delta criteria were showed.

**Conclusions:** Uncertainty based change assessment can reflect laboratory performance characteristics without collecting the large volume of patient data. And straightforward estimation of significant change was possible. Based on our findings, current delta criteria needs to be more or less stringent. We conclude that our assessment model can be the efficient tool for verifying delta check method with the biological variations considered and applicable.
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Estimation of biological variation and quality specifications for plasma ammonia concentrations in healthy subjects

F. Ucar¹, G. Erdeni², S. Ozdemir³, N. Ozcan³, E. Bulut³, A. Ozturk³.
¹Diskapi Yildirim Beyazit Training and Research Hospital, Department of Clinical Biochemistry, Ankara, Turkey; ²Hacettepe University Medical Faculty, Department of Biochemistry, Ankara, Turkey

Background: Most of the factors causing preanalytical and analytical variations in ammonia measurement are known. However, data on the biological variability of ammonia is still uncertain. The present study for the first time investigated the biological variation of ammonia in a group of healthy individuals by applying a recommended and strictly designed study protocol using fresh and frozen samples.

Methods: Twenty voluntary healthy individuals [12 female, 8 male; 21-55 years (min-max)] were recruited for this study. Blood samples were collected daily over a period of four consecutive days from each subject. Blood collections were performed in standardized conditions in order to minimize sources of pre-analytical variation. Blood samples for ammonia measurement were collected in K2EDTA (2.0 mL), K2EDTA 3.6 mg, BD Vacutainer®, UK) tubes. Immediately after sampling, blood samples were placed on ice bath, separated within 15 minutes of collection. All samples were immediately centrifuged (4°C, 10 min, at 2000g). Also, after centrifugation each plasma sample was split into two aliquots; one was immediately analyzed as the samples were collected and the other was stored -80°C and analyzed at once in one analytical run at the end of the fourth day. All samples were assayed in duplicate for both fresh and frozen samples. Data were analyzed by SPSS 15.0 and estimations were calculated according to the formulas described by Fraser and Harris.

Results: All of the estimations were performed for fresh and frozen samples. The intra-individual or within-subject (CVI) and inter-individual or between-subject (CVG) biological variation were 13.78% and 16.91% for fresh samples, respectively. The calculated CVI and CVG were 18.91% and 18.43% for frozen samples, respectively. Reference change values (RCV) for fresh and frozen samples were 43.37% and 56.85%, respectively and individuality indexes (II) of ammonia were 0.92 and 1.11, respectively. Minimum, desirable and optimal analytical goals for imprecision, bias, total error were also estimated by using obtained data for fresh and frozen samples. Derived desirable analytical goals for imprecision, bias, and total error resulted 6.89%, 4.61%, and 15.98%, by using obtained data for fresh samples, respectively. Derived desirable analytical goals for imprecision, bias, and total error resulted 9.45%, 5.01%, and 20.61%, by using obtained data for frozen samples, respectively.

Conclusion: This study for the first time described the components of biological variation for ammonia in healthy individuals. These data regarding biological variation of ammonia could be useful for a better evaluation of ammonia test results in clinical interpretation and for determining quality specifications based on biological variation.

The effect of microcentrifuge tube plastic leachates on laboratory sample analysis and the identification of leachates by LC-MS/MS and GC-MS

J. D. Buse, V. Simon, D. J. Orton, J. Boyd, H. Sadrzadeh. Calgary Laboratory Services, Calgary, AB, Canada

Background: The prevalence of disposable plastic items within clinical laboratories is a result of their easy disposal and inexpensive nature. These products, however, are produced at varying levels of purity and then often sold as universally applicable to sample preparation, with some being advertised as compatible with liquid-liquid extraction protocols using organic solvents. Difference in the manufacturing and/or cleaning process of each tube can lead to sample contamination from materials that leached from the tubes and jeopardize patient management through their impact on the identification and quantification of certain molecules. Investigate the influence of various solvents on the leaching of materials that comprise microcentrifuge plastic tubes used for the preparation and storage of samples undergoing LC-MS/MS drug and steroid analysis.

Methods: Four different plastic microcentrifuge tubes were evaluated for leachates and included tubes from Bioplastics (Cat# 4036, Landgraaf, The Netherlands), Eppendorf (Cat# 022364111, Hauppauge, NY, USA) Rainin (LTT-170-N, Mississauga, ON, Canada) and VWR (Cat# 20170-026, Radnor, PA, USA). The effect of agitation and incubation time (0-90 minute) were evaluated on each plastic tube using; Millipore water, verified blank urine, verified blank serum, saline solution, methanol, ethanol, acetonitrile, methyl-tbutyl ether, isopropyl alcohol and chloroform. LC separation of analytes was carried out using an Agilent 1290 liquid chromatographic separations module (Santa Clara, CA, USA) and Restek ultra biphenyl column (2.1 x 100 mm, 5 µ) and gradient of Acetonitrile and 5 mM ammonium formate. Identification of analytes was performed using an Agilent 6460 MS/MS. GC separation of analytes was carried out using an Agilent 6890 GC separations module (Santa Clara, CA, USA) and DB-5MS low bleed 5%-Diphenyl-95%-Dimethylpolysiloxane Copolymer capillary column (thickness 0.25µm, 5.0 µm thickness, 0.25 x 15000 mm) (Chrompack at specialties, Brockville, ON, Canada) with nitrogen as the carrier gas. Identification of analytes relied upon an Agilent 5973 MSD using electron impact full scan analysis.

Results: Incubation of aqueous solutions within each tube type did not lead to a significant level of leaching occurring from any of the tested tubes. Incubation or organic solvent within the tubes did lead to significant levels of leaching by the 1.5 mL VWR and bioplastic tubes for all tested organic solvents; with peak areas greater than 1.0e6 or 100 times greater than blank solvents. Conversely, the 1.5 mL Rainin and Eppendorf tubes reported peak areas comparable to the blank after leaching was not found to be time dependent. GC-MS/MS analysis of the VWR and Bioplastic tubes as well as the correlation of discovered peaks with the NIST library allowed for the identification of some of the contaminants as hexadecanal, pentadecanal, methyl stearate, octadecenoic acid and assorted fatty acids. These identified products are common by-products of poor quality or recycled plastics and were found to interfere with the LC-MS/MS analysis of 17-hydroxyprogesterone in serum samples; a
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Establishing Evidence-Based Thresholds for Pseudohyperkalemia Alerts

University of Washington, Seattle, WA

Background: Pseudohyperkalemia is a common pre-analytical error that can lead to inappropriate patient treatment and true hypokalemia. Previous work has suggested that pseudohyperkalemia is most pronounced at platelet counts above 500 x 10^9/L for serum samples and white blood cell (WBC) counts greater than 100 x 10^3/microL for plasma samples, but the generalizability of these thresholds is unclear.

In 2010, our institution created laboratory information system (LIS) rules to append a result comment indicating the risk of falsely elevated potassium for patients with platelet counts above 500 x 10^9/L or WBC counts greater than 150 x 10^3/microL, irrespective of sample type. To evaluate the efficacy of these thresholds we analyzed 4 years of historical results.

Methods: Potassium results from 2011-2014 for two hospital laboratories were extracted from the LIS in conjunction with the most recent platelet count, WBC count, and whole blood potassium. The difference between serum/plasma potassium and whole blood potassium values collected within a 2 hour span was plotted as a function of platelet and WBC count and fit to a linear model. The number of results and distinct patients with relevant result comments was tallied, and the impact of changing platelet and WBC count thresholds was evaluated.

Results: Approximately 2 million potassium results from more than 300,000 patients with relevant result comments was tallied, and the impact of changing platelet and WBC count thresholds was evaluated.

Conclusion: Samples with extreme platelet and WBC counts are rare, but analysis of a large number of results provides data-driven thresholds at which high platelet and WBC counts are clinically significant. The suggestion of a 500 x 10^9/L pseudohyperkalemia alert threshold for platelet count in serum samples is likely appropriate, but our data suggest the WBC counts greater than 50 x 10^3/microL in plasma samples may lead to clinically significant false elevations.

Assessing the impact of Enzymatic Creatinine on eGFR in an elderly outpatient population

M. R. Reed. Aotea Pathology Ltd, Wellington, New Zealand

Background: The majority of laboratories in New Zealand use a rate blanked compensated Jaffe method for Creatinine measurement in serum. However it is widely accepted that enzymatic creatinine methods should be the preferred assay, especially in paediatric samples, due to limitations of the Jaffe method at low levels and the impact of various interfering substances. Literature search shows that enzymatic creatinine analysis in elderly outpatients does not appear to have been studied, particularly with regard to calculations of estimated glomerular filtration rate. The aim of this study was to establish the impact of enzymatic creatinine analysis versus Jaffe, particularly with regards to estimations of eGFR by the CKD-EPI equation, in a relatively consistently distributed for age and gender, outpatient population of patients greater than 65 years of age.

Methods: Cross-sectional study conducted in 100 elderly New Zealand outpatients, aged between 65 and 95 years of age. Mean age was 80 ± 9 years, with equal distribution of men and women (50% each). Creatinine was measured by a traceable Jaffe method (Cobas 702, Roche Diagnostics NZ) and by an enzymatic method (CREA plus, Roche Cobas 502). The Jaffe results were compensated to Roche global Cfas at a value of -20, as per regional protocol, as well as to the compensation value of -26 quoted by Roche. eGFR was calculated using CKD-EPI GFR calculator by Stephen Z. Fadem (http://touchcalc.com/calculators/epi). Creatinine values were assessed for trueness using CLSI EP15-A2 on StatusPro, and for clinical comparability based on the RCPA Allowable limits of performance for Creatinine (±8 up to 100; ±18% >100 µmol/L). The clinical impact of eGFR values was assessed based on the trigger point of <60 mL/min/1.73m2 indicating additional testing required. Change in CKD stage was also noted.

Results: The difference in creatinine values between the -20 Jaffe and enzymatic methods across all subjects met the bias claim of 0.5% at a significance level of 20%. In women, all results fell within the RCPA ALP, except for 1 patient with a very low creatinine level, however this difference did not alter the CKD stage of the patient. 5 of the CKD stages in women altered values around the trigger point of 60 mL/min/1.73m2, 2 removing the indication for further testing and 3 indicating further testing was required. There was more variation between the -20 Jaffe and enzymatic
Methods in men, with 4 patients values falling outside the RCPA ALP, and while there were resulting changes in CKD stage in 3 of these patients, none of were at the trigger point of 60 mL/min/1.73m2. Use of the -20 Jaffe gave 22% of values outside the RCPA ALP in men and 6% in women.

Conclusion: Based on this study, the use of enzymatic creatinine in the elderly appears comparable to that of the in-use -20 Jaffe method, and the impact of the change of technique for creatinine measurement is unlikely to have a major impact on referral rates based on CKD stage changes. A compensation value of -20 appears to be the most suitable in this population.

A Comparison Of Two Formulae Calculating Estimated Glomerula Filtration Rates In A Healthy South East Asian Population

S. Hashim, C. Tan, Y. Choo, A. Omar, P. Heng, M. Wong. Khoo Teck Puat Hospital, Singapore, Singapore

Background: It is common clinical practice to include an estimated glomerular filtration rate (eGFR) based on a serum Creatinine determination when a renal panel assessment is done. There are two western centric formulae, namely the Modified Diet in Renal Disease (MDRD) and the more contemporary Chronic Kidney Disease Epidemiology (CKD-Epi). Both utilize gender and American/African-American ethnic coefficient adjustments with the latter including consideration for the concentration of serum Creatinine.

In this study, we looked at healthy male and female individuals in an anonymised data set. They comprised of the four main races in Singapore, namely Chinese, Malays, Indians and Others (Caucasians, Eurasians and Sikhs) in a ratio of 7:1:1:1.

Methods: We reviewed 3470 serum Creatinine results over a period of 8 months from individuals attending health screening and non-disease related hospital visits. We applied both the MDRD and CKD-Epi formulae applying the American ethnic coefficient. We analysed the data using Statistical Package for the Social Sciences (IBM, United States) according to formula, gender and ethnicity.

Results: Overall, there was a shift in the eGFR mean from 88.15 [95% confidence interval (CI) 87.5-88.8] to 94.1 (CI 93.4-94.8) when we compared MDRD to CKD-Epi. The mean eGFR of males was 83.4 (CI 82.6-84.3) using MDRD compared to 93.2 (CI 92.1-94.3) using CKD-Epi. The difference for females was less significant at 93.2 (CI 91.9-94.2) for MDRD versus 95.0 (CI 94.1-95.9) for CKD-Epi. The standard deviation for males expanded from 23.46 to 28.90 while the calculation for females was reduced from 26.89 to 23.01 for MDRD and CKD-Epi respectively.

The eGFR means for the four races, Chinese, Malay, Indian and Others were 89.2, 82.2, 85.7, and 89.1 respectively using MDRD and 94.8, 88.0, 92.8, and 96.0 respectively using CKD-Epi. Additionally, the standard deviations (SD) were 25.00, 30.46, 24.32 and 25.38 for MDRD and 25.38, 31.76, 26.15 and 25.49 for CKD-Epi for the four races.

Conclusion: Our laboratory uses the cut-off of 90 mL/min/1.73 m2 to demonstrate absence of kidney dysfunction when previously using MDRD and currently the CKD-Epi. The % recovery of LDH was 90.88, 91.2 and 91.9 at 0, 12 and 24h. EDTA plasma was the most suitable sample type with lowest degradation rate, and could be stored at 4°C or lower temperature for more than 7d with at least twice freezing and thawing. The interference of common endogenous substances could not be observed when the levels up to Hb(2g/L), DB(428mol/L), chyle(2000FIU). Patients with simple heart failure had significantly higher PCT levels than normal controls (P<0.01), whereas patients with bacteria infection complicated by congestive heart failure had significantly higher PCT levels than those with simple infection (P<0.01). Although it was useful for the diagnosis of infection (area under the ROC curve >80%), the positive predictive value of PCT decreased significantly with increasing severity of heart failure (P<0.05), and the cutoff value of PCT concentrations for infection complicated by class-II, -III, and -IV heart failure were up to 0.086, 0.192 and 0.657 µg/L, respectively.

Conclusions: The analytical performance of PCT assay on Roche Cobas e601 meets clinical request, and it has strong anti-interference capacity against endogenous substances. However, sample type selection and patients underlying factors should be given consideration in PCT diagnostic value analysis.

Effect of specimen types and storage on the activity of Lactate dehydrogenase in Serum and Plasma

R. Thillen-Chennault1, J. Ulloor2, T. Caragher2, J. King3, L. Pennington4, G. Carlisle5. ‘Abbott Laboratories, Irving, TX, ‘Rush University Medical Center, Chicago, IL

Objective: The study objective was to evaluate the effect of pre-analytical variables due to use and storage with various specimen tube types. For this purpose we measured Lactate dehydrogenase (LDH) activity in the serum and plasma samples stored separately in primary and aliquots tubes at 2-8 °C across 24 hours at various time points.

Method: The serum and plasma samples were collected from 15 apparently healthy volunteers using standard phlebotom techniques. Each sample was collected into Serum tubes, Serum separator tubes (SST), Lithium heparin tubes (Li-heparin) and Lithium heparin tubes with gel (PST) and aliquoted. LDH (Abbott, LN 2P56) activity was measured on Abbott ARCHITECT c8000 systems. The % recovery of LDH measured using different sample types at various time points were compared with results obtained using SST aliquot samples at 2 hours post collection.

Results: The data demonstrate that the LDH activity measured using samples stored in either SST primary tubes or SST aliquots for various time points show very minimal or no change in the activity. In contrast, the plasma samples stored for 24 hours in the Li-heparin and PST primary collection tubes showed increased recovery of 20.8% and 33.0% respectively when compared to the SST aliquot tubes at 2 hours post collection. In addition, compared to SST aliquot tubes, the samples stored in the serum primary tubes recovered approximately 7%lower at 2 hours but demonstrated comparable recovery overtime.

Conclusion: The extended contact between blood cells and serum/plasma stored at 2-8 °C may produce spuriously high results for Lactate dehydrogenase. The increased LDH activity is likely related to the change in the cell permeability and to the
Factors Affecting Test Results

A-148

Data mining of serial blood gas data reveals that use of safePICO syringes significantly reduces preanalytic variation

Q. Xu1, S. Howlett-Clyne1, M. Rimkus1, T. Wright1, D. Hart1, G. S. Cembrowski1. 1University of Alberta, Edmonton, AB, Canada, 2Alberta Health Services, Edmonton, AB, Canada

Background:
In late 2010, Alberta Health Services replaced the Portex Pro Vent with safePICO syringes for virtually all arterial blood gas testing. Presumably, the electrolyte-balanced heparin in these syringes would reduce the variation in calcium measurement. We discovered the new syringes reduced the preanalytic variation of most of other analytes.

Methods
The Portex Pro-Vent arterial blood sample kits (Keene, NH, USA), contain 23.5 to 25 IU/mL of dry lithium heparin. The safePICO (Copenhagen, Denmark) uses 60 IU/mL of uniformly distributed dry electrolyte-balanced heparin. In 2010 we derived biologic variation (s_b) of various blood gas parameters using the methodology described in Clin Chem Lab Med. 48: 1447–1454. We applied the same methodology to the last 2 years of safePICO arterial blood gas measurements from the identical general systems intensive care unit (approximately 40,000 Radiometer ABL800 FLEX pH, blood gas, electrolyte, and glucose measurements from 3079 patients). After exclusion of physiologic outliers we calculated the standard deviations of duplicates (SDD) of paired intra-patient results across intervals of 2 hours: 0-2h, 2-4h, 4-6h ... 20-22h, and 22-24h. Linear regression was applied to data points derived from more than 1000 paired results. s_b was calculated from the formula where s_b represents the analytic variation at the patient mean.

Results:
The Table compares the calculated s_b, the corresponding patient means for both blood gas syringes and the reduction in the calculated s_b.

Conclusions:
This decrement in biologic variation can be classified as a decrease in preanalytic variation and results from the decreased variation in the sample milieu induced by the balanced heparin. Use of safePICO reduces the preanalytic variation of at least sodium, bicarbonate, calcium, chloride and glucose measurements, findings that have been intimated in a handful of small syringe evaluations.

<table>
<thead>
<tr>
<th>Test</th>
<th>s_b (mean) for non-safePICO</th>
<th>s_b (mean) for safePICO</th>
<th>Reduction in s_b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na+</td>
<td>0.77 (48.3)</td>
<td>0.51 (40.9)</td>
<td>-39.1%</td>
</tr>
<tr>
<td>HCO3-</td>
<td>0.84 (24.1)</td>
<td>0.66 (24.5)</td>
<td>-26.2%</td>
</tr>
<tr>
<td>Ca2+</td>
<td>0.026 (1.09)</td>
<td>0.020 (1.10)</td>
<td>-25.4%</td>
</tr>
<tr>
<td>Cl-</td>
<td>0.81 (107.8)</td>
<td>0.63 (107.0)</td>
<td>-20.6%</td>
</tr>
<tr>
<td>Glucose</td>
<td>0.70 (6.93)</td>
<td>0.63 (7.40)</td>
<td>-13.4%</td>
</tr>
<tr>
<td>K+</td>
<td>0.19 (3.89)</td>
<td>0.17 (3.96)</td>
<td>-10.5%</td>
</tr>
<tr>
<td>pCO2</td>
<td>2.26 (39.0)</td>
<td>2.08 (39.0)</td>
<td>-8.3%</td>
</tr>
<tr>
<td>pH</td>
<td>0.022 (7.41)</td>
<td>0.021 (7.41)</td>
<td>-6.9%</td>
</tr>
<tr>
<td>pO2</td>
<td>11.48 (85.0)</td>
<td>11.61 (85.1)</td>
<td>+1.0%</td>
</tr>
</tbody>
</table>
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Serum Iron assays during inflammation - What do they measure? An investigation triggered from the results of a proficiency testing scheme.

O. Panagiotakis1, K. Makris2, D. Pizos3, A. Haliosis4, 1ESEAP Greek Proficiency Testing scheme for Clinical Laboratories, Athens, Greece, 2Clinical Biochemistry Department, KAT General Hospital, Kifissia, Greece, 3Hormone Laboratory, Attikon University Hospital, Medical School, University of Athens, Athens, Greece, 4ESEAP, Greek Proficiency Testing scheme for Clinical Laboratories, Athens, Greece

The role of Proficiency Testing schemes (ex. External Quality Control programs), with their interlaboratory comparisons, is of primary importance to the harmonization of laboratory results. Measurement of iron is considered an unreliable indicator of iron deficiency during inflammation and/or infection since low iron levels are a common finding, probably because iron is bound to the acute phase proteins (ferritin, NGAL etc.) and thus, cannot be reliably measured.

During last year’s audit of the results from the Greek Proficiency Testing scheme (ESEAP), we observed that some iron measuring assays showed a persistent, but not constant, positive bias compared to the mean of the other methods. We tried to correlate the above bias with the value of CRP (as an inflammation marker) in the control samples, but the range of CRP in these samples was limited, inside the reference range, thus this study was inconclusive. To further investigate the influence of inflammation and/or infection on iron measurement, we measured iron levels in 34 patients with inflammation, infection and sepsis using two assays (Thermo-Scientific, Vantaa, Finland and Abbott Architect, Abbott Park Il as reference) and their CRP levels, using an immunoturbidimetric assay (Sentinel Milano, Italy). We observed differences between the two assays, increasing with the increase of the inflammatory status. We found a strong positive correlation between the levels of CRP and the absolute as well as the percent difference between the two methods (Spearman’s rank correlation coefficient: r=0.619, p<0.0001 and r=0.702, p<0.0001 respectively - Figure 1). These differences indicate that the degree of inflammation has an impact of the levels of measured iron depending on the used assay.
Factors Affecting Test Results

As normally assays are specified to measure the total serum iron, we suggest that an effort from IFCC and other competent authorities has to prepare guidelines for the iron measuring assays in order to eliminate the interference from inflammation.

Level of cystatin C in patients with liver cirrhosis

R. Obrenovic, Clinical center of Serbia, Belgrade, Serbia

Introduction: Cirrhosis of the liver is often accompanied by functional renal failure particularly in advanced stages of liver disease. For the evaluation of renal failure, commonly used in clinical practice, creatinine, which depend on gender, age and race, and is therefore unreliable for accurate assessment of GFR, particularly in the initial renal function impairment. (CysC) has been proposed as a specific marker of glomerular filtration rate (GFR) and an early indicator of impaired renal function.

Objective The aim of the study was to evaluate the level of CysC and its importance for the assessment of renal function, i.e. GFR in patients with liver cirrhosis.

Methods: The study included 63 patients (aged 50.8±13.5 years), 47 males and 16 females with alcoholic (65.1%) and viral cirrhosis (34.9%) treated at the Clinic for Gastroenterology and Hepatology, Clinical Center of Serbia, Belgrade. A healthy control group comprised of 30 age and gender-matched subjects. The study was conducted in accordance with Guidelines for Good Clinical Practice, the Declaration of Helsinki. The degree of liver insufficiency was assessed according to the Child-Pugh classification divided into three stages: A in 23 (36.5%), B in 21 (33.3%) and C in 19 (30.2%) patients. CysC serum concentration was determined by the PENIA method using commercial kits (Marburg, Germany), on a laser nephelometer (BN II SIEMENS). CysC reference value was 0.59-1.04 mg/L. Cr was determined according to the kinetic Jaffe’s method, using commercial kits on analyzer Olympus AU 400 (Hamburg, Germany). Estimated GFR was calculated from serum Cr using the Modification of Diet in Renal Disease (MDRD) equation and from serum CysC using Chronic Kidney Disease Epidemiology Collaboration (CKD-EPI) Equation. Statistical analysis was performed using the t-test, Mann-Whitney, ANOVA, Pearson’s (r) or Spearman’s and post-hoc multiple comparison procedures with the Statistical Package for Social Sciences version 15 (SPSS Inc., Chicago, IL, United States).

Results: The average value of CysC measured in patients with liver cirrhosis was 1.09 ± 0.42 mg/L, significantly higher (P = 0.036) than in the control group (0.88 ± 0.12 mg/L). Increased values of CysC observed in 23 (40%) patients. Increased Cr values detected in 7 (11.1%) patients. Post-hoc comparisons showed statistically significant differences in values of CysC between Child-Pugh A and B (P = 0.014) and between A and C (P = 0.007) stages, while there was no difference between B and C stages (P > 0.05). The mean GFR estimated using CysC (GFR CysC) and Cr (GFR Cr) was 77.6 mL/min/1.73 m², respectively, 113.5 mL/min/1.73 m². GFR < 90 mL/min/1.73 m² was obtained in 40 (63.5%) patients using the GFR CysC formula and in 13 (20.6%) patients using GFR Cr formula. GFR CysC formula was observed in 12 (18.8%) patients using GFR Cr formula.

Conclusion: CysC significantly higher in patients with cirrhosis than in the control group. More patients with decreased glomerular filtration rate (GFR) were identified based on CysC Cr than on creatinine GFR. Serum cystatin C represent sensitive indicators of renal dysfunction in liver cirrhosis.

Strong Negative Interference by Calcium Dobrexilate in 8 Sarcosine Oxidase Assays of Serum Creatinine Involving the Trinder Reaction

X. Guo, L. Hou, X. Cheng, L. Qiu, Peking Union Medical College Hospital, Chinese Academic Medical Science and Peking Union Medical Col, Beijing, China

Background: Calcium dobesilate has been observed to interfere with creatinine (Cr) measurement using sarcosine oxidase assays. The aim of this study was to evaluate the interference in 8 sarcosine oxidase Cr assays (Roche, Beckman, Siemens, Ortho Clinical, Maker, Merit Choice, Leadman, Biosino) and to determine its clinical significance.

Methods: In the in vitro experiments, we measured Cr in pooled serum with final concentrations of calcium dobesilate additions (0, 2, 4, 8, 16, 32, and 64 μg/mL) using 8 enzymatic assays. Bias (%) was calculated relative to the drug-free specimen. In the in vivo experiments, 8 participants were recruited and baseline serum were collected, then calcium dobesilate was given 3 times per day (each dose, 500 mg orally) for 3 days. Blood samples were collected at 0 hour and 2 hours after another 500-mg dose administration on the fourth morning. The Cr concentration quantified using different assays at 0 hour and 2 hours were compared with the level at baseline. Cr levels of 10 specimens from those who have taken calcium dobesilate were measured by Roche, Beckman, Maker, Merit Choice assays and the LC-IDMS/MS method.

Results: The exogenous addition of calcium dobesilate negatively interfered with the Cr concentration in all 8 enzymatic Cr assays, which was highly dependent upon the calcium dobesilate concentration (Figure 1a,b). The observed Cr concentrations for 8 participants measured by enzymatic assays were inhibited by -28.5% to -3.1% at 0 hour (Figure 1c) and by -60.5% to -11.6% at 2 hours (Figure 1d) relative to the level at baseline. The Cr values of 10 patients measured by Roche, Beckman, Maker, Merit Choice assays showed an average deviation of -20.0%, -22.4%, -14.2%, and -29.6%, respectively, compared with the LC-IDMS/MS method.

Conclusion: Calcium dobesilate produced significantly negative interference with Cr in all Cr assays based on the sarcosine oxidase method. Significant differences in the degree of interference were observed among assays.
Table 1. Recovery of chloride spiked on gauze.

<table>
<thead>
<tr>
<th>Spiked C1 Conc. (mM)</th>
<th>Mean Yield with no Gauze Blank (mM)</th>
<th>Mean Yield with a Gauze Blank (mM)</th>
<th>Analytical Recovery without a Gauze Blank (%)</th>
<th>Analytical Recovery with a Gauze Blank (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>160</td>
<td>148.0</td>
<td>161.0</td>
<td>93</td>
<td>101</td>
</tr>
<tr>
<td>80</td>
<td>80.7</td>
<td>82.6</td>
<td>101</td>
<td>103</td>
</tr>
<tr>
<td>40</td>
<td>40.7</td>
<td>40.0</td>
<td>102</td>
<td>100</td>
</tr>
<tr>
<td>20</td>
<td>25.0</td>
<td>26.0</td>
<td>125</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>15.0</td>
<td>9.7</td>
<td>150</td>
<td>97</td>
</tr>
</tbody>
</table>

Establishment of Analyte- and Concentration-Specific Hemolysis Index Thresholds for Aspartate Aminotransferase (AST) and Direct Bilirubin (DBIL) Reduces Specimen Rejection and Recollection Rates

Mayo Clinic, Rochester, MN

Background: Interference due to hemolysis is a common reason for specimen rejection in clinical laboratories. Assay manufacturers provide instrument- and test-specific hemolysis index (HI) limits for interference in their instructions for use, however laboratories may also perform interference studies to verify or establish hemolysis tolerance limits. Automated hemolysis detection using serum indices and rule-based algorithms based on analyte concentration and HI may increase laboratory efficiency and reduce specimen rejection rates. Objectives: The aims of the study were to (i) determine concentration-specific HI thresholds for aspartate aminotransferase (AST) and direct bilirubin (DBIL) on the Cobas® 6000/8000 chemistry platforms (Roche Diagnostics) and (ii) compare rule-based concentration-dependent algorithms to manufacturer recommended HI limits and measure the impact on specimen rejection and recollection rates. Methods: Residual specimens from physician-ordered AST or DBIL (serum) and hematocrit (EDTA whole blood) testing were used to prepare serum and hemolyzed pools, respectively. Twelve serum pools with AST concentrations between 27-770 U/L and 19 serum pools with DBIL concentrations between 0.1-9.7 mg/dL were created. Hemolyte was prepared from washed red cells and lysed by freeze-thaw (-70°C). Varying hemolysate concentrations were obtained by diluting hemolyte with water. Hemolyte (10% by volume) was then added to serum pools with known analyte concentrations to obtain HI ranging from 6 to 526. AST, DBIL and HI were measured using the Cobas 6000/8000 c501/c701 chemistry analyzers. The absolute and percent bias due to increasing HI was calculated. Recovery within ±5 U/L or ±10% of initial AST value and recovery within ±0.1 mg/dL (initial DBIL >0.3 mg/dL and >0.2 mg/dL or 20% reduction) for DBIL were considered acceptable. Specimen rejection and recollection rates were calculated by applying manufacturer HI limits and the established concentration-specific HI limits to results from physician-ordered AST and DBIL tests performed in the Central Clinical Laboratory at Mayo Clinic, Rochester, MN (January-February 2015). Results: Concentration-specific HI thresholds were established for AST <100 U/L, 100-200 U/L, 200-300 U/L and >300 U/L at HIs of 50, 100, 200 and 3000, respectively. There were 10,605 orders for AST and 862 (8.1%) specimens would have been rejected and recollected based on manufacturer’s recommendations (HI >20 for all AST concentrations). By applying concentration-specific hemolysis limits for AST, 154 (1.5%) specimens were rejected due to hemolysis, thus eliminating recollection of 708 specimens (82% reduction). For DBIL, HI tolerance limits of 70 and 50 were established for 0.0-0.3 mg/dL and >0.3 mg/dL, respectively. Out of 7062 orders for DBIL, 494 (7.0%) specimens would have been rejected based on manufacturer’s recommendations (HI >30 for all DBIL concentrations). By applying the concentration-specific hemolysis thresholds for DBIL, 188 (2.7%) specimens were rejected due to hemolysis, thus eliminating recollection of 306 specimens (62% reduction). Conclusions: Analyte- and concentration-specific hemolysis index thresholds were established for AST and DBIL. Automated hemolysis detection using HI and rule-based algorithms based on analytic concentrations significantly reduces specimen rejection and recollection rates due to hemolysis. Additional downstream benefits include improved turn around time and cost savings associated with not having to recollect patient specimens.

Evaluation of Sweat Collection Material for Sweat Chloride Testing

C. A. Gallo, D. A. Payto, S. Wang. Cleveland Clinic, Cleveland, OH

Background: The Cystic Fibrosis Foundation guidelines on diagnostic sweat testing for cystic fibrosis specify that gauze or filter paper used for sample collection should have an area of 4 square inches. The aim of this study was to investigate various materials that could be used for sweat collection. Methods: Grades 1, 2, and 3MM filter paper squares (2 inch X 2 inch), as well as 4-ply, 2-ply, and 1-ply gauze squares (2 inch X 2 inch), were evaluated. Five chloride solutions with concentrations covering the analytical measurement range (10-160 mM) were added to vials containing the DA470k/IFCC reference material value and was used for comparison.

Results:
Table 1 shows that, for each type of sample (renal serum, nonrenal serum, and plasma), the mean of all results of the 9 BCG methods was higher than the corresponding mean of results from the 12 BCP methods. In general, BCG methods had a positive bias and BCP methods had a negative bias when compared to the Tina Quant immunochromatographic procedure. Biases varied among BCP methods and among BCG methods. For all but one method, biases were statistically significantly different (P<0.02) for serum vs. plasma samples and for renal dialysis vs. non-renal patient sera.

Conclusion:
BCG methods had higher values than did BCP methods, and both BCG and BCP methods were biased when compared with an immunochromatographic method. Moreover, bias of both BCG and BCP methods varied among manufacturers’ methods and depending on sample types (serum vs. plasma) and patient types (dialysis patient vs. non dialysis patient). Results from albumin measurement procedures are not harmonized and fixed decision values for clinical decisions or for quality indicators are not appropriate.
Factors Affecting Test Results
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Protein Interference with Common Laboratory Tests

J. H. Contois1, J. P. Nagy2, R. Nguyen1, 1Sun Diagnostics, New Gloucester, ME, 1Health Diagnostics Laboratory, Richmond, VA

Objective: Protein as an interferent is under appreciated. Therefore we evaluated interference by proteins on clinical laboratory tests. Methods: Base Pool was prepared using a diluted serum pool with low total protein. A High Pool was prepared by spiking proteins into the base pool (Concentrated human albumin and gamma-globulins 1:1; ASSURANCE™ Interference Test Kit, Sun Diagnostics, New Gloucester, ME). The base pool and high pool were intermixed to create 5 levels of total protein (3.5, 6.9, 9.4, 12.4, and 15.3 g/dL). Multiple analytes were measured on the Beckman AU5800. Results: Minimal effects were seen on ALP, AMY, DBIL, TBL, CK, GGT, GLU, LDH, LIP, PHOS, BUN, UA, Lp(a), sLDL-C, hsCRP, ferritin, LDL-C, HDL-C, K, CL, TRIG, and CHOL. Positive bias with increasing protein concentration was seen with ALT, AST, CA, CRE, FE, MG, homocysteine (HCY), fructoseamine, and non-esterified fatty acids (NEFA). Because proteins bind analytes such as calcium, magnesium, iron, homocysteine, and NEFAs, we believe these increases were artifactual. Negative bias was seen with CO2, apo AI, and apo B. Conclusion: Manufacturers and laboratorians need to pay more attention to proteins as a potential interferent. The mechanism may be photometric or a volume depletion effect, whereby a very high protein concentration will reduce the available water so that the analytic concentration is artificially low.

<table>
<thead>
<tr>
<th>Samples Refrigerated in Plastic Tubes (mg/dL)</th>
<th>Samples Refrigerated in Plastic Containers with Metal Screw Caps (mg/dL)</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1479</td>
<td>1207</td>
<td>-18</td>
</tr>
<tr>
<td>728</td>
<td>511</td>
<td>-30</td>
</tr>
<tr>
<td>312</td>
<td>151</td>
<td>-52</td>
</tr>
<tr>
<td>65</td>
<td>51</td>
<td>-22</td>
</tr>
<tr>
<td>24</td>
<td>12</td>
<td>-50</td>
</tr>
</tbody>
</table>
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Long-Term Stability of Novel Urinary Acute Kidney Injury Biomarkers


Background

Acute kidney injury (AKI) is an abrupt loss of kidney function induced by multi-organ failure, sepsis, and nephrotoxicity caused by drugs in development. Several novel urinary biomarkers outperform creatinine as early and more sensitive indicators of AKI; however, their long-term stability (LTS) is unknown and is extremely crucial for consistent reliable results when evaluating drug treatment effects in clinical trials.

Objective

Standardizing LTS criteria across assays is complicated by factors including assay robustness, matrix variation between subjects and proteins post-modifications. This study compared two LTS methods and established stability for the following biomarkers: Cystatin C (Cys-C), KIM-1, NGAL, clusterin, and n-acetyl-beta-D-glucosaminidase (NAG).

Methods

Three pools, each containing urine from three individuals, was collected and aliquots were left at ambient temperature for ≤2h (baseline), then stored at -70°C until assayed at 1, 3, 15, 18, and 28 months. The between-run precision (BRP) of each biomarker assay was determined from QC’s used over the 28-month LTS study. Stability was estimated using two methods; 1) Standard Method rendered a sample unstable if it exceeded the acceptance criteria (2*CV% of BRP from baseline) for two consecutive time points, and 2) Regression Method generated a linear regression through each time point with the y-intercept set as baseline; instability occurred when the rate of degradation (slope) intersected the acceptance criteria (1.5*CV% of BRP from baseline).

Results

The BRP for the urinary assays measuring Cys-C, KIM-1, NGAL, clusterin and NAG ranged from 6-25% CV. The assigned acceptance criteria ranged from 15-50% for the Standard Method and 10-30% for the Regression Method. The stability for Cys-C and KIM-1 in three separate pooled samples was variable when estimated by the Standard Method, ranging from 3-28 months and 1-28 months, respectively. The Regression Method narrowed the estimated range of Cys-C stability down to 12-28 months and 1-28 months, respectively. The Regression Method and 10-30% for the Regression Method. The stability for Cys-C and KIM-1 in three separate pooled samples was variable when estimated by the Standard Method, ranging from 3-28 months and 1-28 months, respectively. The Regression Method narrowed the estimated range of Cys-C stability down to 12-28 months and 12-28 months for KIM-1. Clusterin’s stability ranged from 1-3 months (Standard Method) and 8-11 months (Regression Method). Clusterin stability rapidly decreased within the first month (up to ~28%), resulting in an overestimation of stability by the Regression Method due to a shift in baseline (y-intercept). NAG and NGAL were stable for all three samples during the entire 28 months regardless of the estimation method (up to 15% and 7% difference from baseline).

Conclusion

The Regression Method more precisely estimated stability when large gaps between time points were observed, such as with Cys-C and KIM-1. In addition, this method applied the assay imprecision to the initial baseline time point (y-intercept). The Standard Method may be more appropriate when early time points are lacking or if a linear rate of degradation cannot be established, such as with clusterin. Applying both methods provides a more precise estimation of stability. In this study, NAG and NAG were the most stable AKI biomarkers, Cys-C and KIM-1 displayed mid-range stability and clusterin was the least stable biomarker.
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Effects of Urine Specimen Containers with Metal Caps on Urine Test Results

C. A. Gallo, C. Heidelloff, K. Pan, S. Wang. Cleveland Clinic, Cleveland, OH

Background: Specimen collection containers must be carefully evaluated to ensure that the analytes being tested are not affected by the materials present in the containers. Due to the better sturdiness our institution intended to switch from plastic tubes with plastic cap, for a total of ten aliquots. The urine samples were spiked at levels adverse impact on our current tests.

**No significant difference (<20%) was observed between urine refrigerated in all-plastic containers and those in plastic containers with metal caps for all analytes tested except for 11-nor-9-carboxy-delta-9-THC (THC) which yielded significantly lower results for the samples in the containers with metal screw-caps (Table 1).**

**Conclusions:** The plastic containers with metal screw-caps offered similar results as the ones with plastic screw-caps for all analytes tested except for THC, which warrants further investigation.

Table 1. Difference in THC results.

<table>
<thead>
<tr>
<th>Samples Refrigerated in Plastic Tubes (ng/mL)</th>
<th>Samples Refrigerated in Plastic Containers with Metal Screw Caps (ng/mL)</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1479</td>
<td>1207</td>
<td>-18</td>
</tr>
<tr>
<td>728</td>
<td>511</td>
<td>-30</td>
</tr>
<tr>
<td>312</td>
<td>151</td>
<td>-52</td>
</tr>
<tr>
<td>65</td>
<td>51</td>
<td>-22</td>
</tr>
<tr>
<td>24</td>
<td>12</td>
<td>-50</td>
</tr>
</tbody>
</table>
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Achieving Reduction of Lot-to-Lot Variation of the κ- and λ-Free lite Assay (Binding Site) through Standardization

J. E. Wilson¹, M. A. Lara¹, L. Woollatt¹, H. Carr-Smith¹. ¹Quest Diagnostics Nichols Institute, Chantilly, VA, ²The Binding Site, Birmingham, United Kingdom

Background: Maintaining consistent results over multiple batches of immunoassay reagents can be a challenge for the clinical laboratory but is important for providing the best patient care. The complexity of generating antibodies and manufacturing kits for the Free lite assays can introduce more variation than observed with traditional chemistry assays due to the highly variable nature of monoclonal Free Light Chains (FLC). In a multi-site reference laboratory, it is critical to evaluate each new lot of a reagent to determine if the reagent stays within the total allowable error (TEa) and to maintain standardization across testing locations. Lot-to-lot validation entails measuring QC material and random patient serum samples before and after each Free lite lot change. The use of patient samples, however, can introduce bias if they contain monoclonal proteins that do not dilute linearly or if they contain free kappa or lambda concentrations that fall outside of the standard measurement range of the assay. The goal of this project was to develop a standardized lot evaluation scheme that minimized the impact of instrument imprecision and sample selection bias for a multi-site reference laboratory.

Methods & Results: Quest Diagnostics partnered with The Binding Site (TBS) to achieve standardizations, including instrumentation and patient sample panels to limit introduction of imprecision and bias. In addition, 2 Quest Diagnostics laboratories (Chantilly, VA and Lenexa, KS) were used as pre-validation sites before the implementation of Free lite kits across all subsidiaries. Qualifications of approval for the new FLC reagent (percent bias determined by fraction of TEa) were also agreed upon by Quest Diagnostics and TBS. Patient panels of serum samples containing FLC concentrations spanning the analytical measuring range (κ 1/10: 2.7-127 mg/L, λ 1/8: 5.2-139 mg/L, Integra 800) were exchanged between TBS and Quest Diagnostics to standardize testing at all locations. Lot-to-lot analysis by TBS was conducted using Passing and Bablock regression analysis and Spearman’s Rank Correlation Coefficient; Quest Diagnostics then utilized the bias with acceptability criteria based on a ¼TEa, or 7.5% or 4 mg/L.

Prior to this work, differences between TBS and Quest Diagnostics evaluations could be as high as a 30% bias. Standardization of instrumentation to minimize instrument differences when evaluating new reagent lots and the exchange of patient panels reduced the differences between TBS and Quest Diagnostics kit evaluations to a maximum observed 11% bias; on average, the bias has only been ~6%. In addition, use of this protocol has allowed problems to be identified prior to widespread implementation across laboratories. Finally, standard patient panels are in development to be used for monitoring long-term bias across multiple lots. The use of these panels will prevent sampling bias from introducing error into the evaluation process.

Conclusions: The partnership between Quest Diagnostics and TBS helped reduce error by standardizing equipment and exchanging patient samples for lot evaluations. Reducing error can help streamline the evaluation of a new reagent product, improve efficiencies of testing of new reagent lots, and allow for clear observation of true analytical and clinical variation introduced by use of new Free lite lots.

The effects of interfering substances on Free Plasma Hemoglobin values measured using Hemocue Plasma/ Low Hemoglobin spectrophotometer

S. Eugene, T. Law, N. Heger, M. Kellogg. Boston Childrens Hospital, Boston, MA

Background: Red blood cell hemolysis can be the result of a mechanical destruction with a ventricular device or extracorporeal membrane oxygenation (ECMO) system. The resulting free plasma hemoglobin is monitored using Hemocue™ Plasma/Low hemoglobin spectrophotometer. According to the manufacturer listed limitations for analysis of free plasma hemoglobin, the presence of lipids and bilirubin up to 30mg/dL may interfere with measurement of the free plasma hemoglobin and give erroneous results. Objective: The purpose of this study is to evaluate to what extent the assay is affected by the presence of bilirubin and lipids, and how each specimen received should be handled by the technologist prior to testing.

Methods: Bilirubin interference was determined using 6 patient samples with known plasma hemoglobin results spiked with conjugated bilirubin. Samples were created to contain 0mg/dL, 10mg/dL, 20mg/dL and 30mg/dL additional conjugated bilirubin. Similarly another 6 samples were spiked for the unconjugated bilirubin study. Total and direct bilirubins were confirmed using a Roche Cobas analyzer. Each sample was measured again for free plasma hemoglobin concentration. Lipemia interference was determined using 12 patient samples. 6 samples with known values of lipemia, hemolysis and plasma hemoglobin were recorded at baseline. These samples were then centrifuged using the Vivaspin™ method at 1000k Daltons cut-off and results recorded post centrifugation. The next 6 samples were tested for plasma hemoglobin at baseline notating the levels of lipemia, hemolysis and triglyceride prior to spiking a small amount of harvested lipids (10,000mg/dL triglycerides and 1000mg/dL cholesterol) to yield 100, 250, 500, and 750mg/dL triglycerides respectively. Each sample was tested again for free plasma hemoglobin.

Results: There was no significant interference associated with direct bilirubin up to 30mg/dL. However, there is a positive interference when indirect bilirubin is greater than 20 mg/dL. The interference led to falsely elevated results. Samples containing harvested lipids showed a constant upward trend of falsely elevated results at concentrations of triglycerides as low as 100mg/dL. Results after processing with the Vivaspin demonstrated significant decrease in measured plasma hemoglobin. However, we are not able to validate that all free plasma hemoglobin is recovered in the filtrate from lipemic sample post centrifugation.

Conclusions: Samples tested for free plasma hemoglobin using the Hemocue Plasma low device should be checked for lipemia and icterus prior to analysis. Given the interference seen with triglycerides occurs at levels that may not be visually determined; the use of a spectrophotometric lipemia index may be required. Result comments should include the information regarding icteric and lipemic interferences.

Sigma-metrics to Assess Analytical Quality of Certified HbA1c Methods

B. Bahar², A. F. Tuncel¹, S. E. Kahn¹, E. W. Holmes¹. ¹Loyola University Medical Center, Maywood, IL, ²Gazi University, Department of Biochemistry, Ankara, Turkey

Background: The National Glycohemoglobin Standardization Program (NGSP) was launched in 1996 with the aim of harmonizing HbA1c testing to get more accurate and precise results for the care of diabetic patients. Most of the methods used by the clinical laboratories are NGSP certified and many of the laboratories that perform the test participate in the accuracy based GH2 PT program administrated by the CAP.

Methods: This study was undertaken to calculate the Sigma-metrics for 26 manufacturers’ HbA1c methods using imprecision and bias estimates derived from CAP surveys GH-2b 2013, GH-2a 2014, and GH-2b 2014. This approach was recently described by S. Westgard (http://www.westgard.com/six-hba1c-methods.html). We used a total allowable error (TEa) of 6%, the quality requirement specified for HbA1c methods by the NGSP/CAP, and calculated Sigma-metrics as: Sigma = (TEa-bias)/CV (all expressed as %).

Results: Table 1 shows the Sigma-metrics for a sample of the method groups that reported HbA1c results for the 3 samples from survey set GH-2b. The metrics for sample GH-2-04, which had an expected value of 6.58%, and is close to the clinical decision threshold for the diagnosis of diabetes, ranged from 0.74-3.27. The within-method average Sigma-metrics across the 3 survey specimens ranged from 0.10-9.91. Only 5.2% of the 228 Sigma-metrics calculated for the 9 PT challenges over the 3 survey sets were > 3.

Conclusion: Based on the metrics calculated from CAP survey data, the average defect rates for most of the HbA1c methods that are currently being used for the diagnosis and monitoring of diabetes were > 5%, and exceeded the range of defect rates (1 to 5%) (Blumenthal D. Clin Chem 1997:43:1305) that are generally considered to be acceptable in healthcare.
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<table>
<thead>
<tr>
<th>Sigma-metrics for selected methods: CAP survey GH-2b 2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>--------------</td>
</tr>
<tr>
<td>Roche Cobas c500 series</td>
</tr>
<tr>
<td>Touch BGA Auto HPLC</td>
</tr>
<tr>
<td>Siemens DCA Vantage</td>
</tr>
<tr>
<td>Siemens Dimension Vista</td>
</tr>
<tr>
<td>Bio-Rad D-10</td>
</tr>
<tr>
<td>(Ortho Clin Diag) Vitros 5 i FS, 4600, 5680</td>
</tr>
<tr>
<td>Beckman UniCel DxC Synchron</td>
</tr>
<tr>
<td>Bio-Rad Variant II Turbo</td>
</tr>
<tr>
<td>Bio-Rad Variant II Turbo 2.0</td>
</tr>
<tr>
<td>Beckman AU systems</td>
</tr>
<tr>
<td>Siemens Dimension Rxl</td>
</tr>
<tr>
<td>Siemens Dimension Xpand</td>
</tr>
<tr>
<td>Abbott Architect c System</td>
</tr>
<tr>
<td>Siemens Advia Chemistry Systems</td>
</tr>
</tbody>
</table>
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Evaluating the Effects of Preanalytical Factors on Common Biochemistry Parameters: Duration Before/After Centrifugation, Recentrifugation, and Storage Conditions

F. Gerin, A. Yaman, O. Baykan, O. Sirikci, G. Haklar, 1Central Laboratory of Public Health, Istanbul, Turkey, 2Marmara University, Istanbul, Turkey, 3Ataturk State Hospital, Balikesir, Turkey

Preanalytical factors should be considered for the samples conveyed from peripheral to central laboratories. Our aim was to evaluate the effects of duration before/after centrifugation, recentrifugation, storage conditions on the stability of 19 serum parameters.

Blood samples (n=10) were collected from healthy volunteers into vacutainer tubes with gel separator (Becton Dickinson, USA) which were allowed to clot for 30 min and allocated to 6 groups. First and second groups were centrifuged at 1300xg for 10 min immediately and stored at room temperature (RT) or 4°C until analyzed at 0, 2, 4, and 6 hrs. Third and fourth groups were stored at RT or 4°C for 2, 4, 6 hrs, then centrifuged and analyzed. Fifth and sixth groups were centrifuged after clotting, stored at RT or 4°C and recentrifuged at 2, 4, and 6 hrs before analysis. We measured below parameters (AU 680, Beckman Coulter, USA), calculated percentage relative bias from the baseline ([concentration of any hour-concentration of baseline]/concentration of baseline)x100 and compared with desirable bias (Westgard QC database) to determine clinically significant variations.

ALP, phosphorus, total bilirubin, and uric acid levels were not affected. The desirable bias for direct billirubin was 12.2% and only 4th hour of fourth group exceeded this limit. Waiting at RT before and after centrifugation increased LDH concentrations when waiting time extended up to 6 hrs. Results for other parameters are given in Table 1.

Duration between centrifugation and analysis, storage before centrifugation, storage conditions, and recentrifugation may cause serious biases in analytes which should be taken into consideration for central laboratories receiving samples from peripheral units.

A-164

Evaluation of Technopath Controls on the ARCHITECT Family of Instruments

J. Litten, L. Nelson, K. Johnson, J. Shih, 1Winchester Medical Center, Winchester, VA, 2Abbott Laboratories, Abbott Park, IL

Introduction: Quality controls are an important part of laboratory testing to ensure that released results meet the required quality in regards to accuracy and precision of patient results. Consolidation of controls is a current trend in laboratories to simplify QC testing. Multi-constituent control panels (MCCs) offered by Technopath Manufacturing Ltd. cover a wide range of clinical chemistry and immunoassay analytes for both serum and urine.

Objective: The goal of this study was to evaluate the performance of the Multichem S Plus, Multichem IA Plus and Multichem U control panels on the ARCHITECT family of instruments. Precision and accuracy compared to the target value were evaluated.

Methods: The three control panels were evaluated for a minimum of thirty days. Testing was performed on two ARCHITECT c8000 and three ARCHITECT i2000sr instruments. Data presented here are from the following serum clinical chemistry analytes: ALT, AST, total bilirubin, chloride, total cholesterol, creatinine (picrate), glucose, potassium, total protein, sodium, triglycerides and urea; the following immunoassay analytes: CEA, total PSA, free T3, free T4, TSH, troponin-I, total beta HCG, estradiol, ferritin, FSH, vitamin B12 and vitamin D; and the following clinical chemistry urine analytes: chloride, creatinine (picrate), glucose, potassium, sodium and urea. The Multichem S Plus and IA Plus panels are serum based with three control levels; the Multichem U panel is prepared from human urine with two control levels. All data were collected via AbbottLink, allowing for automated data retrieval. Means, standard deviations and ranges were calculated for all controls. Sigma Metrics were also calculated for each analyte.

Results: The %CV for the 12 clinical chemistry analytes with the Multichem S Plus control ranged from 0.46 to 5.33%. The %CV for the 6 clinical chemistry urine analytes with the Multichem U control ranged from 0.51 to 3.2%. For both control panels, the majority of the CVs were less than 2%. The %CV for the 12 immunoassay analytes with the Multichem IA Plus control ranged from 1.34 to 18.87% (TnI, Level 1); however the majority of the CVs were less than 5%. Overall, little variation was seen from instrument to instrument.

Conclusions: The Technopath S Plus, IA Plus and U controls performed well and demonstrated similar performance to the routine internal laboratory quality controls. The use of these MCCs reduced the number of controls required for the analytical quality control testing of both clinical chemistry and immunoassay analytes with no compromise to quality.
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Stability of Extracted Samples for LC-MS/MS Analysis of Free Plasma Metanephrines

D. A. Payto1, J. Gabler1, S. Wang1, J. J. Rushton, A. Matheny, M. Rush, J. Parry, C. L. Wiley. Pathology Associates Medical Laboratories, Spokane, WA

Background: Plasma free metanephrines is the recommended first line laboratory test for the diagnosis and follow-up of pheochromocytoma. The low physiological concentrations and potential interference make the quantification of these analytes challenging. Due to the labor intensive SPE extraction stability of the processed samples was investigated to determine how long the processed samples can be stored in case of instrument breakdown. Method: Stability was studied by running 3 levels (low, mid, and high), in triplicate, of spiked EDTA plasma using a previously validated LC-MS/MS method. All samples were extracted at time 0 in the final matrix of 1 mM ammonium formate + 0.1% formic acid. Set 1 was analyzed immediately after extraction and the remaining sets were kept at 4 °C protected from light to mimic the conditions in a typical HPLC autosampler. Sets 2 and 3 were removed and analyzed immediately at 72 hours and 168 hours, respectively. Results: Processed plasma samples in 1 mM ammonium formate + 0.1% formic acid for plasma free metanephrine and normetanephrine are stable for up 168 hours when stored at 4 °C protected from light.

**Table 1. Relative bias values for groups that exceeded desirable bias (DB)**

<table>
<thead>
<tr>
<th>Test</th>
<th>DB (%)</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Group 4</th>
<th>Group 5</th>
<th>Group 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>AST 6.54</td>
<td>2h</td>
<td>6h</td>
<td>6h</td>
<td>4h</td>
<td>10.00</td>
<td>4h</td>
<td>13.33</td>
</tr>
<tr>
<td>ALT 11.48</td>
<td>2h</td>
<td>6h</td>
<td>14.86</td>
<td>2h</td>
<td>16.67</td>
<td>6h</td>
<td>11.11</td>
</tr>
<tr>
<td>Glucose 2.34</td>
<td>6h</td>
<td>3.11</td>
<td>6h</td>
<td>-2.97</td>
<td>2h</td>
<td>4.6h</td>
<td>&lt;0.95</td>
</tr>
<tr>
<td>BUN 5.6</td>
<td>6h</td>
<td>6h</td>
<td>6h</td>
<td>-6.67</td>
<td>4h</td>
<td>-6.67</td>
<td>4h</td>
</tr>
<tr>
<td>Creatinine 1.96</td>
<td>6h</td>
<td>6h</td>
<td>6h</td>
<td>6h</td>
<td>-6.67</td>
<td>4h</td>
<td>-6.67</td>
</tr>
<tr>
<td>T. prot. 1.36</td>
<td>2h</td>
<td>-2.21</td>
<td>4.3h</td>
<td>3.64</td>
<td>2h</td>
<td>-1.59</td>
<td>6h</td>
</tr>
<tr>
<td>Albumin 1.43</td>
<td>4h</td>
<td>-1.53</td>
<td>6h</td>
<td>-3.31</td>
<td>4h</td>
<td>-1.43</td>
<td>4h</td>
</tr>
<tr>
<td>Na+ 0.23</td>
<td>4h</td>
<td>2.4h</td>
<td>&lt;0.72</td>
<td>6h</td>
<td>0.73</td>
<td>6h</td>
<td>-0.72</td>
</tr>
<tr>
<td>K+ 1.81</td>
<td>4h</td>
<td>-2.35</td>
<td>6h</td>
<td>-2.38</td>
<td>2h</td>
<td>2.27</td>
<td>2h</td>
</tr>
<tr>
<td>Cl- 0.50</td>
<td>2.4h</td>
<td>&lt;1.01</td>
<td>6h</td>
<td>-1.01</td>
<td>6h</td>
<td>-1.99</td>
<td>4h</td>
</tr>
<tr>
<td>Ca2+ 0.82</td>
<td>2h</td>
<td>0.9h</td>
<td>6h</td>
<td>1.99</td>
<td>6h</td>
<td>-0.93</td>
<td>6h</td>
</tr>
<tr>
<td>Mg2+ 1.80</td>
<td>6h</td>
<td>-3.04</td>
<td>6h</td>
<td>1.87</td>
<td>6h</td>
<td>-1.84</td>
<td>6h</td>
</tr>
</tbody>
</table>

**Table 1. Stability Data**

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Temperature</th>
<th>Timepoint (Hours)</th>
<th>n</th>
<th>Mean</th>
<th>%CV</th>
<th>%Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normetanephrine</td>
<td>Low</td>
<td>0</td>
<td>3</td>
<td>310</td>
<td>3%</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Mid</td>
<td>4°C</td>
<td>72</td>
<td>3</td>
<td>318</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>4°C</td>
<td>72</td>
<td>3</td>
<td>1417</td>
<td>2%</td>
</tr>
<tr>
<td>Metanephrine</td>
<td>Low</td>
<td>0</td>
<td>3</td>
<td>3933</td>
<td>6%</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Mid</td>
<td>4°C</td>
<td>72</td>
<td>3</td>
<td>3343</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>4°C</td>
<td>72</td>
<td>3</td>
<td>3793</td>
<td>2%</td>
</tr>
</tbody>
</table>

**Factors Affecting Test Results**

**Table: A-168**

**Improved testing options through evaluation of specimen temperature stabilities.**

J. J. Rushton, A. Matheny, M. Rush, J. Parry, C. L. Wiley. Pathology Associates Medical Laboratories, Spokane, WA

Objective: The specimen stability study was performed to determine how storage temperatures and length of storage affected result integrity.

Background: Specimen stability over time and varied storage temperatures is essential for a laboratory to understand in order to make process improvements for patient care, client service and laboratory operations. It allows the laboratory to improve patient care by offering the clinician an extended period to order add-on testing following the preliminary diagnosis without having to recollect from the patient. This will improve patient care delivery by accelerating time to result and improve the experience by limiting recollections. In addition, understanding specimen stability limits allows modification of shipping conditions, storage conditions and sample processing workflows. In order to fully understand potential areas of variability in qualitative changes of specimens over time, rigorous analysis is important to understand the potential areas of variability both within patient and between patients to determine acceptability of the new stability times and temperatures.

Materials and Methods: 10-15 specimens were selected based on assay methodologies, order volume and the frequency of Add-on testing. 39 analytes (albumin, alkaline phosphatase, ALT, AST, Bilirubin(conjugated and unconjugated), cholesterol, LDL, Ferritin, HDL, CRP, hsCRP, LD, phosphorous, PSA, TSH, sodium, potassium, chloride, calcium, parathyroid hormone, Lipoprotein (a), N-telopeptides type 1, hemoglobin A1C, total IgA, Gliadin antibodies (IgG, IgA), Endomyosal IgA, Tissue transglutaminase antibodies (IgG, IgA), cardiolipin immunoglobulins (IgM, IgG, IgA) beta-2 glycoprotein immunoglobulins (IgM, IgG, IgA) requiring frozen transport and specimens with less than one week refrigerated stability were selected for analysis. Residual patient samples were identified over low, normal and high result ranges for each analyte tested. Measurements were taken on sequential days for up to 14 days and results compared to the day 0 measurements. Stability acceptance criteria was based on the reading being within the accepted level of variance as published by the manufacturer and the CAP proficiency testing.

Results: In an analytic specific manner, room temperature stability was extended between 3 to 7 days allowing all 23 analytes to be shipped refrigerated. This has
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Results:
Corin zymogen levels in the cell lysates were similar for WT corin and mutants. Compared with WT, F77N/K78G/N80Q and N80Q/E83N/P84G/L85S, levels of ~180-kDa soluble fragment, rather than the other two soluble fragments, in N80Q, F77N/K78G/S79A/N80Q and N80Q/E83N/P84G increased significantly. The total amounts of all the three soluble fragments increased in N80Q (270 ± 26% vs. WT), F77N/K78G/S79A/N80Q (281 ± 34% vs. WT) and N80Q/E83N/P84G (243 ± 10% vs. WT) while those in WT, F77N/K78G/N80Q (93 ± 26% vs. WT) and N80Q/E83N/P84G/L85S (103 ± 22% vs. WT) were normal. These results indicate that N-glycosylation at or close to site 80 protects corin from ectodomain shedding.

Conclusions:
Lack of N-glycosylation at site 80 causes increase in the total amount of all the three soluble fragments, which may lead to an abnormally high plasma corin level. In HF patients, this abnormally high plasma corin level may give a false negative diagnosis result if corin is used as the biomarker. Till now, no human corin variant corresponding to N-glycosylation at site 80 has been found. However, disorder of N-linked glycosylation is a possible reason for abnormally high plasma corin level and, since N-linked glycosylation occurs to plenty of glycoprotein in most of human cells, N-linked glycosylation may affect other biomarkers containing N-glycans in diagnoses. Therefore, further studies about disorder of N-linked glycosylation and N-glycosylation related genetic polymorphism are urgent in diagnoses using N-glycosylated biomarkers.

Case Report: Delta bilirubin as an “interference” in direct bilirubin assays

A. Chong, S. Saw, S. Sethi. National University Hospital, Singapore, Singapore

Background: Delta bilirubin (Bδ) forms slowly and non-enzymatically from conjugated bilirubin (Bc) and albumin in circulation, is normally undetectable in adults as Bc is excreted into the biliary tract and eliminated through the gut. Traditional direct bilirubin (DBIL) assays, often assumed to be equivalent to Bc, includes Bc & Bδ. BuBc assays measures conjugated and unconjugated bilirubin (BuBc) quantitatively.

Methods: BuBc was measured using the Vitros 5600 Chemistry system. TBIL and DBIL on are measured using 3,5-dichlorophenyldiazonium tetrafluoroborate (DPD) method on Beckman Coulter AU5800 Chemistry system. Repeat analyses were performed using a bilirubinometer and vanadate oxidase method on Siemens Advia Chemistry system.

Case Report: A 56 year old female patient undergoing cancer treatment with presented with a Total Bilirubin (TBIL) of 29 µmol/L, Bu of 13 µmol/L and Bc of 16 µmol/L. On the following day, her bilirubin results were 124 µmol/L, 61 µmol/L and 63 µmol/L for TBIL, Bu and Bc respectively, with “mild icterus” tagged to her results. 12 hours later, her bilirubin results were 22 µmol/L, 12 µmol/L and 10 µmol/L for TBIL, Bu and Bc respectively. An investigation started to determine if there had been any erroneous results. Visual inspection of the samples showed mild icterus. Audit trail records revealed that the first and third bilirubin measurements were performed on the Vitros while the second set of results were from the AU5800. A repeat sample from the patient was then analysed using various methodologies and compared:

<table>
<thead>
<tr>
<th>Analysers</th>
<th>TBIL (µmol/L)</th>
<th>Bu (µmol/L)</th>
<th>Bc (µmol/L)</th>
<th>Icterus Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vitros 5600 Chemistry</td>
<td>78 (measured)</td>
<td>12</td>
<td>9</td>
<td>Normal</td>
</tr>
<tr>
<td>Bilirubinometer</td>
<td>76</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Beckman Coulter AU5800 Chemistry</td>
<td>96</td>
<td>50</td>
<td>46</td>
<td>Mild icterus</td>
</tr>
<tr>
<td>Siemens Advia Chemistry</td>
<td>82</td>
<td>20</td>
<td>62</td>
<td>Mild icterus</td>
</tr>
</tbody>
</table>

Conclusion: This is a case of Bc due to drug-induced hepatobiliary obstruction. Bδ acts as an “interference” in traditional direct bilirubin assays. TBIL (measured) should be reported for adults when using the Vitros method. Bδ has a maximum absorption at 440 nm which is not measured in the serum indices on Vitros. Visual inspection of sample condition is as valuable as automated serum index measurements.
Validation of lithium heparin tube for Cardiac markers in a Clinical Laboratory and its benefits.

S. CARDOSO, K. K. C. SILVA, E. A. LIMA, A. C. B. ALMEIDA, J. D. CRUZ, M. AKYAMA, N. SILVA, DASA, BARUERI, Brazil

Background:
Accurate laboratory testing requires an understanding of the complex interactions between collection devices and blood specimens. Clinical laboratories must consider the pre-analytical challenges in laboratory testing. Proper blood collection and timely processing are critical pre-analytical steps required for the integrity of laboratory results. Although the influence of blood collection devices on laboratory tests is often overlooked, correct pre-analytical handling is essential. In this study, we discuss the use of plasma to chemistry analysis with an emphasis on heparin tube.

Objective:
Currently the clot activator with separator gel tube is the first option for biochemical analysis, the objective of the study is to evaluate the possibility and benefits of the introduction of lithium heparin tube for holding some biochemical studies.

Methods:
Twenty paired samples using the two tubes were carried out simultaneously. Both tubes were centrifuged before analysis with the difference that the clot activator tube with gel separator needs a time for the formation of clot before the centrifugation procedure. Samples were analyzed for CK mass and Troponin by two different methods: electrochemiluminescence (ECL), in the E411 Roche platform and fluorescence enzyme immunoassay (ELFA), in the Vidas 30 bioMerieux instrument.

Results:
For the ECL CK mass analysis, the Test F, T and the Pearson correlation showed up as expected. 5.14% of systematic constant was observed for level 1 and 0.82% for Level II that proved to be insignificant. Proportional systematic error was -3.37% with no impact on levels of clinical decision. The comparative test conducted with clot activator tube with gel separator and plasma from lithium heparin tube showed satisfactory results with total error obtained 7.39% and 8.17% for levels 1 and 2, respectively, less than the total allowable error of 30.6%. The troponin, F test and Pearson correlation showed results as expected. Constant systematic error was 4.06% for level 1 and 0.37% for level 2 which were considered not relevant. Proportional systematic error was -6.57% with no impact on levels of clinical decision. The comparative test conducted from gel x lytic plasma sample showed satisfactory results with total error obtained 7.63% and 11.32% for levels 1 and 2 respectively less than the total allowable error 48.9%

For ELFA, CK Mass showed a correlated and Kappa index within the references, F test and Pearson correlation as expected. We observed constant and proportional systematic error of zero for the two levels. Comparative tests conducted between serum samples x lytic gel showed satisfactory results with plasma total error of 8.39% obtained for the two lower levels of total allowable error 27.91%.

Conclusion:
We observed that the use of both tubes had good performance in the evaluation of cardiac markers, CK Mass and troponin. The final result for the doctor had a shorter TAT, with high quality and efficiency, as the tube with plasma showed the benefit to be processed before the tube with the clot activator and separator gel.

The Performance of Chemically Modified Plastic Blood Collection Tubes To Achieve Internal Hydrophobic Surface on Clinical Chemistry Analytes

R. Bowen, S. Kim, R. Zare. Stanford University, Stanford, CA

Background: Blood collection tubes (BCTs) cannot be regarded as inert specimen carriers as evident by previous studies reporting significant differences in particular serum hormone concentrations collected in different types of BCTs. Surfactant(s) are added to plastic (poly(ethylene terephthalate); (PET)) BCTs to prevent adsorption of cells, platelets, and proteins onto its hydrophobic interior surface. Such interferences from BCT surfactant(s) may not be detected by current laboratory quality control and external proficiency testing programs. The assay interference issue remains unresolved despite reducing the surfactant(s) amounts inside the tubes. Recently, we developed chemically-modified BCTs via a base-catalyzed transesterification reaction that has an interior surface similar to glass which do not contain surfactant (ChemoPET). We demonstrated that the ChemoPET tubes when compared to glass tubes, produced significantly lower biases for cortisol, total triiodothyronine (T3), and total thyroxine (T4), compared to other BCT types. However, this study was performed with BCTs containing the same volume of blood but with different tube blood draw volumes. The objective of this study is to determine whether there would be any significant differences in analyte concentrations when BCTs are completely filled to their pre-determined volume by vacuum.

Materials and Methods: Seven types of evacuated BCTs were used in this study: (1) plastic Vacuette™ tube; (2) glass tube; (3) plastic SST™ tube; (4) plastic rapid serum tube (RST™); (5) plastic red-top tube; (6) unmodified PET tube; and (7) ChemoPET tube. Blood samples were drawn in a randomized order after written informed consent from 50 healthy volunteers (18 males, 32 females; age range: 25-70 years). BCTs were inverted eight times after blood draw and allowed to clot for 60 minutes. Following centrifugation, serum specimens were transferred to plastic tubes and stored at -70°C until analysis. Serum cortisol, T3, and T4, were measured in random order on a Siemens Immulite™ 1000 analyzer and routine chemistry analytes were measured on a Siemens Dimension RXL™ analyzer. The results of triplicate results for cortisol, T3, and T44 measurements were used for statistical analysis. All other analytes were analyzed in singlet. A Student t-test and ANOVA were used to analyze serum specimen test results among the different BCTs. All P values were adjusted for multiple comparisons using a Bonferroni correction.
Factors Affecting Test Results

Results: When BCTs are completely filled to their draw volume by vacuum, we found that some individual BCTs when compared to glass tubes showed statistically and clinically significant differences in analyte concentrations (P<0.007), which was not observed when analyte concentrations from different BCT types were averaged.

Conclusions: It is conceivable that the quality and/or quantity of surfactant(s) in each BCT may be different and that a threshold of surfactant concentration to blood volume must be exceeded before significant changes in test results may be observed. Because the clinical laboratory frequently receives BCTs that are partially-filled, the findings of the current and previous studies with these BCTs have important implications for alterations in hormone analyte concentrations. We anticipate that the use of ChemoPET BCTs that do not contain surfactant would produce more accurate and consistent test results regardless of blood draw volumes.
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Reducing Adhesion of Proteins on Stainless Steel Components by the Application of a Carboxysilane Coating.

M. Lawrence1, A. Narvaez2, S. Vaidya2, M. Yuan1, D. Daghfal1, J. Mattzela1, D. Smith1. 1SilcoTek Corporation, Bellefonte, PA, 2Abbott Laboratories, Abbott Park, IL

Background:
Protein binding and carryover in analytical systems is a challenge that can reduce accuracy and throughput of analysis. This work presents data on the use of coatings over stainless steel surfaces to compare analytical accuracy, reduction of carryover and increase of throughput for a range of proteins. Comparisons are made against other substrates and surface coatings. The areas of use are broad from all sample-contacting components of medical diagnostic equipment to HPLC columns, transfer tubing, and more.

Methods:
The protein-resistant properties of a carboxysilane coating (deposited via chemical vapor deposition) was studied using quartz crystal microbalance with dissipation monitoring (QCM-D) and compared to that of bare stainless steel and a Teflon-like fluoropolymer coating (AF1600).

Results:
With the assistance of a nonionic surfactant-containing wash solution, the carboxysilane coating was found to facilitate 100% removal of adsorbed proteins (BSA, mouse IgG and NHP), whereas these proteins remain adsorbed on the bare stainless steel surface under the same conditions. Compared to the carboxysilane coating, AF1600 showed similar resistance to plasma protein adhesion at initial use, but the AF1600 performance degraded due to mechanical wear-induced surface delamination. The carboxysilane coating, on the other hand, maintained the same level of protein resistance through harsh chemical washes and multiple sonication cycles, demonstrating excellent chemical stability and physical durability of the CVD coating.

Conclusion:
A carboxysilane coating on stainless steel components will improve reliability, reduce carryover and cycle time, and increase the durability of analytical systems.