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Validation of the Two-Color Analysis of Mouse Platelet Activation Kit
by Emfret Analytics for use in assessing platelet activation in mice

A. Love', D. Pandya?, D. Wescott!, D. Bounous'. 'Bristol-Myers Squibb,
Princeton, NJ, *Bristol-Myers Squibb, New Brunswick, NJ,

Under normal conditions, platelets become activated during hemostasis, however, they
may also become activated under pathological conditions resulting in clot formation.
In order to assess the potential for thromboembolism in preclinical animal studies, an
assay was needed to evaluate platelet activation in mice. The Two-Color Analysis of
Mouse Platelet Activation Kit is a commercially prepared product manufactured by
Emfret Analytics, Eibelstadt, Germany. The kit contains PE labeled JON/A antibody
and FITC labeled Wug.E9 antibody. JON/A binds to mouse integrin ollb/pIlla
upon the conformational change in activated platelets. Wug.E9 binds with mouse
P-Selectin (CD62P). Platelet alpha granuoles express P-Selectin and it is transferred
to the membrane upon activation. The kit was purchased and validated for use in
study work. Blood was collected from the descending aorta of mice with a preloaded
syringe containing 3.2% sodium citrate. A 9:1 ratio of blood to anticoagulant was
mixed gently by inversion inside the syringe and then transferred to an Eppendorf
tube. Equal volumes of JON/A and Wug.E9 antibodies were combined before use.
The use of an agonist was essential in validating the kit’s ability to detect activated
platelets in mice. Convulxin was chosen as the suitable agonist and the appropriate
concentration (1.43 pg/ml) was added to the antibody mixture. Blood was diluted
1:25 with modified Tyrodes-Hepes Buffer and Calcium Chloride, and then added to
a well of 96 well microtiter plate containing the antibody/agonist mixture for a total
volume of 35 pl. The plate was incubated for 15 minutes at room temperature. The
blood/antibody mixture contained in the well was transferred to a tube containing PBS
to stop the reaction. Samples were analyzed using the FACSCanto II flow cytometer
within 30 minutes.

The median fluorescent intensity of JON/A and Wug.E9 was determined from the
platelet population. The increase fold induction of fluorescence of activated platelets
was compared to that of resting platelets. Platelets stimulated with Convulxin
showed an 11 to 23 fold induction in fluorescence with the JON/A PE antibody and
a 14 to 51 fold induction in fluorescence with the Wug.E9 FITC antibody. Replicate
reproducibility within samples was less than 7%.

An indication that the platelets are in an activated state is demonstrated by the
significant increase in fluorescence with both the JON/A and Wug.E9 antibodies.
The Two-Color Analysis of Mouse Platelet Activation Kit, when used with citrated
mouse blood and in the in the presence of the agonist, Convulxin, was successful in
detecting activated platelets, therefore, the kit will be acceptable for use in assessing
platelet activation in mouse studies.

Modification of an Immunoradiometric Assay to Support Analysis
of Low Volume Samples Frequently Encountered in Mouse Safety
Assessment

C. Starks. Huntingdon Life Sciences, East Millstone, NJ,

Background: The domesticated mouse is often used as a robust model in medical
research but seldom as the choice rodent in safety assessment. Mice have several
advantages over rat being economical to maintain, having short gestation periods
and life spans, and are an advantage when test articles are expensive and in short
supply. However, their small size precludes them from procedures that require large
or repeated samples of blood such as clinical pathology and biomarker analyses. We
were recently faced with a study with mouse as the alternate rodent species requiring
the validation of a method for the measurement of calcitonin.

Methods: An ALPCO rat immunoradiometric assay (IRMA) test kit (Product
#31-CALRT-R100) was used for calcitonin determination. The kit is a two site
sandwich assay that uses a monoclonal antibody immobilised to beads and a
radiolabelled polyclonal antibody for detection. The level of radioactivity detected
is directly proportional to the amount of calcitonin. A Packard Gamma Counter
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with the Riasmart Software (Version 1.17) was used to conduct the analysis. The
manufacturer specifications outlined in the package insert indicates that 200ul of
serum or plasma would be sufficient to perform the assay in duplicate. We modified
the assay specification to follow a single sample analysis format. The standard curve
precision profile, precision, sensitivity, dilutional linearity, matrix effects and stability
were investigated. Two quality controls (QCs) provided with the kit and in-house
pooled mouse serum was used.

Results: The intra-assay precision was assessed by using the QCs and mouse serum in
single replicates of 6 within one run, measurements ranged from 2.7-5.8% coefficients
of variance (CV) for QC samples and was 4.7% for endogenous levels in pooled
mouse serum. Inter-assay precision was performed by analyzing separate runs against
at least three independent standard curves. The measurements ranged from 6.2-11.2%
CV for QCs, and was 0.5% for the mouse serum pool. Dilutional linearity results
showed consistent recovery of calcitonin in mouse serum at dilutions of 1:2 and 1:4.
Matrix effects were none evident and well within acceptance criteria.

Conclusion: Preclinical research laboratories are often challenged with the task of
providing multiple tests with small amounts of sample and within rodents where
specifically designed kits fail to exist. This summarized approach to calcitonin
demonstrates a plausible strategy and problem resolution relative to modifying a kit
for use in mouse safety assessment. This particular assay design required duplicate
analysis and subsequent reportable results back calculated from a mean. The volume
needed for this assay would have ruled out the ability to report this biomarker as
required for this study. In all, these results demonstrate that this quantitative method
for the measurement of calcitonin using the ALPCO IRMA test kit in mouse serum is
fit for purpose in the context of using single replicates for sample analysis.

Angiotensin-converting enzyme inhibitor curbs exaggerated renal
cortical protein tyrosine nitration during the early stage of diabetes
mellitus in the rat

N. Ishii', M. Yokoba', H. Ikenaga?®, Y. Kodera®, M. Oh-Ishi®, T. Takenaka*,
T. Maeda’, Y. Aoki®, P. K. Carmines®, M. Katagiri'. 'Kitasato University
School of Allied Health Sciences, Sagamihara, Japan, *lkenaga Clinic,
Ohtawara, Japan, 3Kitasato University School of Science, Sagamihara,
Japan, *Saitama Medical University, Iruma, Japan, *Mecom, Yokohama,
Japan, *University of Nebraska College of Medicine, Omaha, NE,

Background: During the early stage of diabetes mellitus (DM), renal cortical
production of nitric oxide (NO) and superoxide anion (O,") is increased, leading
to peroxynitrite formation (NO+O,"—ONOO"). This oxidant enhances nitration of
protein tyrosine residues to form 3-nitrotyrosine (3-NT), a process that may contribute
to development of diabetic nephropathy. Angiotensin-converting enzyme (ACE)
inhibitors, previously used exclusively for treatment of hypertension, have been
recommended recently as an initial therapy for DM to decelerate development of
diabetic nephropathy with or without hypertension.

Objective: The first goal of this study was to evaluate the hypothesis that ACE
inhibition suppresses the increase in 3-NT production evident in the rat renal cortex
during DM. The second goal of this study was to identify renal cortical proteins
exhibiting reduced DM-induced nitration during ACE inhibition.

Methods: Four groups of rats (n=6 per group) were examined: 1) STZ group: rats
studied 2 wks after induction of DM by streptozotocin injection (STZ, 65 mg/kg,
i.p.), 2) Sham group: rats receiving the STZ vehicle, 3) STZ+ENAL group: STZ rats
treated with enalapril (ENAL, an ACE inhibitor, 20 mg/kg in drinking water for 2
wks), and 4) Sham+ENAL group: ENAL-treated Sham rats. In each rat, we measured
blood glucose, blood pressure and urinary creatinine excretion. O,”, NO and 3-NT
production, as well as superoxide dismutase (SOD) activity, were measured in the
renal cortex. Renal cortical nitrated protein was identified by proteomic analysis.

Results: Blood glucose levels were higher in STZ and STZ+ENAL groups than in
Sham and Sham+ENAL groups (P<0.05), confirming development of DM. Blood
pressure did not differ among groups. Urinary creatinine excretion was increased in
the STZ group compared with Sham (P < 0.05), and this was prevented by ENAL
treatment. Renal cortical O, and 3-NT production was greater in the STZ compared
with Sham (each P<0.05); however, ENAL suppressed this phenomenon (each P<0.05
STZ vs. STZ+ENAL). Renal cortical NO production and SOD activity were elevated
in the STZ group (each P<0.05 vs. Sham) and further increased in the STZ+ENAL
group (each P<0.05 vs. STZ). Agarose 2-dimensional gel electrophoresis and western
blotting revealed more than 20 spots with positive anti-3-NT-immunoreactivity in the
renal cortex of the STZ group. The use of LC-MS/MS, SEQUEST algorithm and
Swiss-Prot protein sequence databases revealed that ENAL conspicuously prevented
enhanced nitration of three proteins: aconitase 2 (ACO2), glutamate dehydrogenase 1
(GLUD1) and aldehyde dehydrogenase 6 family, member A1 (ALDH6AT).
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Conclusions: ACE inhibition protected against DM-induced 3-NT production and
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preventing protein nitration at tyrosine residues by ACE inhibition may be useful
in developing diagnostic biomarkers and therapeutic methods that can be employed
during the early stage of DM to prevent or delay development of diabetic nephropathy.
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Methods: Samples were collected from naive monkeys (age 2.5-9.1 years) after
fasting overnight using serum separator tubes with no anticoagulant for chemistry and
potassium EDTA anticoagulant for hematology. Samples were analyzed for chemistry
utilizing a Roche Modular and a Siemens Advia 2120 for hematology.

Conclusion: These ranges are helpful in establishing typical values from clinically Morphological Changes in the Intestine of Rats Fed Phytic Acid
healthy naive cynomolgus monkeys and can serve as a baseline in newly established Extract from Sweet Potato ([pomoea Batatas)
research laboratories. L. Dilworth', M. Gardner', H. Asemota?, F. Omoruyi®. 'University of the
Results: West Indies, Mona, Kingston, Jamaica, *University of the West Indies,

GlUmgdl |Nmgd  |REAmgdL  oHOLmgaL  JAsTuL TUL AP UL Mona, Jamaica, Jamaica, *Texas A&M University, Corpus Christi, TX,

Males |Females [Males. [Females |Males |Females [Males [Females |Males |Females [Males. [Females [Males |Females Background: Phytic acid is a storage form of phosphorus which is found in plant
N AR CLLAN i CICN oA LU A U ool N oL AU UL ol oL seeds and in many roots and tubers. It has long been recognized as an anti-nutrient
Min [39 |37 o 10 04 |03 o4 81 9 s B R 4 because of its ability to bind to, precipitate and decrease the availability of many
Max (176 {19 37|62 16 [15 29 (22 e 3T AT 3L 400 i important minerals such as calcium, iron, magnesium, zinc etc. Similarly, phytic acid
Median (77|69 9 09 fo7 25 fi40 [ P38 Radi ad BIs_ |1 interferes with the activities of some enzymes by binding to them directly. In addition
Mean 77|71 0 |2 09 |07 L 46|51 333 os4 to binding to minerals and some enzymes, phytic acid is also thought to regulate
SD |78 (49 34 |44 Joas fous o3 (279 49 |2l ;s 300 [I9S (138 the process of digestion by binding to some digestion products and making them

TP gidL ALB gidL Camg/dL TBILmgdl  [PHOSmgdl  [TRIGmgdl  |GGTUL unavailable for absorption. However, it is not clear if there are changes in intestinal

Males |Females [Males Females [Males |Females |Males [Females [Males |Females |Males |Females [Males [Females morphology associated with phytic acid supplementation that may further contribute
N sa st e st [sar sl [sd0 (s [sar [s19 fsar [s19 fsar o [s19 to the reduction in blood glucose.
Min 65 [52 28 23 86 [86  for ol RO U el Methods: In this study, the effects of phytic acid extract from sweet potato in
Max |94 91 55|56 137 |46 o5 08 1305 iy i3 32 3u zinc deficient and zinc supplemented diets fed to Wistar rats for four weeks was
Medion (78 |76 |46 |45 102 Jior o2 o2 66 |57 B W 66 [ assessed. For comparison, a group of test animals were fed diets supplemented with
Mean |79 |76 46 44 103 f102 o2 02 66 |58 4|9 LA commercially available sodium phytate salt. After the feeding period, blood glucose,
SD 049 (052 034 039 f070 oes  [008 [od0 121|109 [156 |156  [282 239 intestinal Na”/K* ATPase and function markers were evaluated.

Nommoll  |KmmolL ClmmollL AGR GLOB g/dL. Results: Blood glucose levels in all the groups fed phytic acid extract from sweet

Males_|Females |Males |Females |Males |Females [Males |Females |Males |Females potato or commercial phytic acid were reduced compared to their controls. The
N AR LA S CICN AU LN S CACAN ol N oL supplemented diets significantly reduced Na”/K* ATPase activity in lower intestine
M [137 |M0 |37 36 A4 [% 08 07 23 2 compared to controls. Glycocalyx, goblet and paneth cells were adversely affected in
Max 169 [163 76|11 13 jus 22 47|44 rats fed a zinc deficient diet. These parameters were further aggravated in the rats fed
Median [151 | 148 49 |49 104|105 14 |14 32 32 sweet potato phytic acid extract.
Men |11 |49 S0 49 JI04 0S4 4 P332 Conclusion: We theorized that the observed effects on the glycocalyx, goblet and
SO 43 39 o6t 0% 9 2T 00 fear 038 036 paneth cells may compromise the integrity of gut’s immune system and reductions in

the metabolic and absorptive capacity of the intestine as demonstrated by the decrease

Mean in Na*/K* ATPase which may be beneficial for diabetics. However, due to the adverse
M M . . . . .
Red Blood Cell can e Compuscular effects on the gut’s immune and metabolic functions, adequate zinc supplementation
RB Hemoglobin  |Hematocrit Corpuscular  |Corpuscular Hemoglobi Platelet Count . N . . . . . ) .
Comt RBO) 1 omygar  |iHem)% Volume Hemoglobin |5 e B3l is necessary especially if foods rich in phytic acid are included in the diet.
6L (Concentration

(MCV) fL (MCH) pg (MCHC) gL

Males [Females |Males [Females (Males (Females [Males [Females [Males (Females (Males |Females [Males  [Females

N 548|526 548 [526 548|526 548 [526 548|526 548 [526 548 [526

Min |48 [3.25 1010 {760 [35.40 2570  [62.00 |58.50 |17.30 {1670  [24.60 |26.50 |262.00 [186.00

Max 750 [8.29 1690 (1590 [57.00 [54.10 |91.70 [85.80  [26.90 [26.10 [33.40 [35.40  [992.00 |1006.00

Median |5.86 |5.58 13.80 (1310 [44.95 [4230 |76.70 (7640 [23.50 [23.40 [30.70 [30.90  [485.50 |519.00

Mean  |5.89 |5.62 13.77 (13.05  [45.05 [42.53 |76.57 [75.79  [2343 (2328 [30.61 [30.72  [508.89 |531.52

SD 045 048 098 [090  |347 |3.03  |418 (416|139 [147 L7 (113 123.67 |112.56

CLINICAL CHEMISTRY, Vol. 57, No. 10, Supplement, 2011 A3



Tuesday, July 26, 10:00 am — 12:30 pm

Tuesday AM, July 26

Poster Session: 10:00 am - 12:30 pm
Cancer/Tumor Markers

Discovery of Serum Biomarkers for Prostate Cancer based on cellular
mRNA Differences and Validation with Protein Measurements in
Tissue and Blood

E. W. Klee, O. Bondar, M. Goodmanson, R. Dyer, S. Erdogan, E.
Bergstralh, R. Bergen, G. Klee. Mayo Clinic, Rochester, MN,

Background: Prostate cancer is a leading cause of cancer related death in men. PSA
lacks the necessary sensitivity and specificity for accurate screening. Better tests are
needed to identify men who have aggressive forms of prostate cancer and benefit most
from early diagnosis and treatment. We hypothesized that gene expression data from
frozen prostate tissue obtained from men with well characterized prostate disease
could guide the identification of novel protein candidates for the development of
serum assays for prostate cancer management.

Methods: Frozen prostate tissue samples from 100 consenting patients with prostate
cancer with both low and high Gleason scores, high-grade prostatic intraepithelial
neoplasia and benign prostate hyperplasia were procured from the Mayo Clinic
Prostate SPORE. Epithelial cells were laser capture microdissected and mRNA was
extracted, amplified, and measured on Affymetrix U133 Plus 2.0 microarray chips.
Novel candidate markers were selected based on specific mRNA expression patterns
and the predicted chemical properties of the encoded proteins. Prostate tissue specific
expression of the predicted proteins was confirmed by immunohistochemistry (13)
and mass spectrometry (5). The concentrations of candidate markers in blood were
evaluated using immunoassays (8) and targeted mass spectrometry to measure
predicted peptides (9). Rabbit anti-peptide antisera were developed using synthetic
peptides conjugated to KLH. Targeted proteins predicted to be glycosylated were
extracted from serum with Concanavalin A. Additional sera aliquots were depleted of
abundant proteins using MARS14 columns. These samples then were trypsin-digested
and immuno-extracted using anti-peptide antisera. The extracted peptides were
measured on an API 5000 mass spectrometer along with isotopically labeled peptides.

Results: Thirty-five novel candidate prostate cancer biomarkers were identified (21
extracellular proteins and 9 membrane associated proteins). Thirty showed > 2 fold up-
regulated transcript expression in the prostate cancer tissue and an additional 5 had high
prostate tissue-specific mRNA expressions. Thirteen markers were analyzed and showed
immunohistochemical positivity in the tumor areas of the prostate cancer cases (CXCL9,
CDH7, COL2A1, COL9A2, COMP, CXCL14, CXCL9, EFNA4, F5, GPR116, NRN1,
PCSK6, PRG3). Targeted mass-spectrometry of two matched cancer/benign extracted
prostrate tissue specimens identified 5 of our markers, with three (PGLS, ASPN and
RPL22L1) showing increased levels in cancer. Four markers showed elevated levels in
10% of the 50 advanced cancer compared to early cancer and benign disease (APOC1,
CXCLI11, CXCL9, and F5), using ELISA. F5 and six additional markers showed
elevations with mass spectrometry in at least 10% of advanced cases. Overall, 7 novel
biomarkers were identified with differential expression in prostate tissue and found to have
increased levels in blood of at least 10% of men with advanced prostate cancer (ASPN,
CDH7, COL2A1, F5, PCSK6, PGLS, RPL22L1).

Conclusions: Genomic information from frozen prostate tissue samples can be
used to discover candidate serum biomarkers. Seven novel markers show potential
utility for prostate cancer; however, individually these markers can only identify a
portion of the men likely to develop advance disease. Multivariate combinations of
these markers may yield better performance, but large studies are needed to evaluate
combinations of markers.

Association between two promoter polymorphisms in interleukin-18
gene and the occurrence and progression of prostate cancer in
Chinese Han population

J. Liu, J. Liu, M. Wei, Y. Zhou, X. Song, B. Ying, J. Huang. West China
Hospital, chengdu, China,

Background: Interleukin-18(IL-18) has been implicated in a wide variety of cellular
functions on the biological response to tumors, which can not only act as an anticancer
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factor but also promote tumor progression. Compelling evidence suggests that these
dual effects exist in the initiation and progression of prostate cancer. However, the
evidence coming from /L-18 gene variants is relatively insufficient. This study
was designed to find the association of two promoter polymorphisms -137G/C
(rs187238) and -607C/A (rs1946518) in JL-18 gene with prostate cancer occurrence
and progression, including its clinical stage, metastasis and development of hormone
refractory prostate cancer (HRPC) in Chinese Han population in order to provide data
for molecular diagnosis and clinical practices.

Methods: We used the high-resolution melting (HRM) method on LightCycler
480 machine and GeneScan software to genotype these two single polymorphisms
(SNPs) in 234 Chinese Han patients with prostate cancer and 244 matched controls.
Statistical analysis was performed by SPSS 13.0. The differences of genotype and
haplotype were compared by using the Pearson y2 analysis. The calculations of odds
ratio (OR) and 95% confidence interval (95% CI) was conducted with the risk option
of crosstabs.

Results: No significant differences were observed between cases and controls in the
frequencies of two SNP genotypes. But the frequency of allele C in -607C/A was
significant higher in patient group (x2=16.424, p<0.001, OR= 1.702, 95% CI 1.315-
2.203). -607C/-137C haplotype was associated with a significantly decreased risk of
prostate cancer (OR=0.478; 95% CI: 0.435-0.526; p=0.013). No significant difference
was detected in genotype and allele distributions of both the two polymorphisms in
clinical stage and metastasis. However, significant association was observed between
the genotypes of -607C/A and HRPC (32=6.538, p=0.038), and the -607C allele was
found to be associated with a significantly higher risk of HRPC (¥2=6.711, p=0.010,
OR=1.999, 95% CI 1.176-3.398).

Conclusion: Our data demonstrated the potential role of /L-18 gene in the risk
of prostate cancer and the transition of hormone resistance in Chinese Han
population,especially -607C/A.

Prostate health index: pre-analytical phase

F. Ceriotti, M. Pontillo, G. Pizzagalli. Diagnostica e Ricerca San Raffaele,
Milan, Italy,

Background: Prostate health index (PHI) is a new parameter proposed by Beckman
- Coulter to evaluate the presence of prostate cancer. To calculate the index, the
measurements of Total PSA (PSA), Free PSA (fPSA) and [-2]proPSA (p2PSA) are
needed. Previous literature data indicate that p2PSA increases when stored at room
temperature “on the clot”, and separation of serum is mandatory within 3 hours
maximum (Semjonow). Aim of this work is to check alternative pre-analytical
approaches to overcome this limitation.

Methods: Two experiments were performed. 1. use of BD Vacutainers with serum
separator (SST II), 2. storage of serum in water-ice bath.1. serum was collected from
25 patients both in a plain tube and in a tube with serum separator. The tubes were
centrifuged within a maximum of 90 minutes and a first aliquot was taken and frozen
at -80 °C. The centrifuged tubes were left at room temperature (21 - 23 °C) for 5 hours
and then a second aliquot was taken and frozen at -80 °C. The frozen aliquots were
then thawed and analyzed in duplicate on Beckman DxI 800. All the four aliquots of
the same patient were analyzed in the same run. 2. From 35 patients serum was drawn
in two plain tubes; one was left at room temperature, the second was put in a water-ice
bath immediately after the blood drawing. After a maximum of 40 minutes the tubes
were centrifuged, a first aliquot was taken and frozen at -80 °C. Then one tube was left
at room temperature, the second was placed in a refrigerator (+4 °C), after 5 hours a
second aliquot was taken and frozen. All the aliquots were then thawed and analyzed
together (single measurement).

Results: The use of SST II tubes introduced a negative bias in the measurement of PSA
(-4.6%, p <0.05, Student’s t for paired data) and especially of fPSA (-5.0%, p <0.01),
but had no effect on the measurement of p2PSA even after 5 hours storage (p = 0.367).
Unfortunately the strong effect on total and especially fPSA introduced a significant
positive bias in the calculation of PHI (+8%, p <0.001). Storing the samples at 4 °C
was able to block the increase of p2PSA over the 5 hours storage (mean increase -3%,
p NS), but not in eliminating the decrease of fPSA. The combination of these two
effects lead to an increase of PHI (+3%), even if not statistically significant.
Conclusion: Serum separator tubes cannot be used for the measurement of PSA and
fPSA on Beckman DxI, while they are appropriate for the measurement of p2PSA
which remains stable for at least 5 hours after centrifugation at room temperature.
Refrigerating the serum tubes immediately after blood drawing stabilizes p2PSA that
can be left on the cloth for 5 hours or more. fPSA measured on DxI 800 decreases
with time (no matter if stored at room or at +4 °C) with an average decrease of 5%
over 5 hours.
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Monitoring Epithelial Cancers using microRNAs from Serum

S. Truong, M. Ebbert, R. Bastien, 1. Stijleman, P. Bernard. University of
Utah, Salt Lake City, UT,

Background: Recent research has revealed that various types of cells, including
tumor cells, release small vesicles called exosomes into the blood that contain different
microRNAs depending on the cell of origin. The primary objective of this study was
to identify a set of miRNAs that can reproducibly distinguish cancer patients from
non-cancer patients and that could be used for monitoring cancer.

Methods: Blood serum submitted for diagnostic testing at ARUP Laboratories was
obtained from a total of 160 patients including: subjects with no cancer (30), breast
cancer (30), ovarian cancer (30), pancreatic cancer (30), prostate cancer (30) and lung
cancer (10). Exosomes were isolated using ExoQuick Exosome Precipitation Solution,
followed by RNA extraction using the QTAGEN miRNeasy Kit. The expression of
miRNAs within “normal” and the different tumor types was initially analyzed using
Agilent miRNA Expression Microarray and pooling samples of each type. Control
microRNAs and microRNAs that showed greater than two-fold change were selected
for additional validation using RACE (rapid amplification of cDNA ends)-PCR, which
provides miRNA specificity through use of a forward primer perfectly complimentary
to the miRNA sequence of interest. A set of the most stable control/housekeepers were
statistically selected and used to normalize classifier microRNAs.

Results: We identified 10 potential control/housekeeper microRNAs and 24
miRNAs that were dysregulated between non-cancer and cancer samples and/or
were differentially expressed between cancer types. Confirmation by RACE-PCR
performed on individual samples identified several statistically significant genes
(p<0.05) for distinguishing cancer from non-cancer and different types of cancer from
each other (Table 1).

Table 1 Normal Breast Ovarian Pancreas Prostate Lung |
Normal — ---- — — — —
Breast miR-720 e N e - -
reas miR-572
miRs .
Ovarian -516a-5p Eﬁ:ig - - - -
-1225-5p
X miRs .
Pancreas m%R-572 -516a-5p miR-202 ---- - ----
miR-720 139-3p -516a-5p
Prostate miR-92a m%R-494 m%R-1246 miR-1246 | L
-516a-5p  |miR-451  |miR-638 -516a-5p
. . miRs . .
Lung m{R—663 m{R—663 S16a-5p m¥R—1246 miR-198 -
miR-572  |miR-451 1225-5p miR-1290  |-516a-5p

Conclusion: We have identified a unique set of microRNAs that can be used for
cancer monitoring, and are potentially useful for early detection.

Preliminary Investigation of the Correlation Between TNM Stage and
Circulating Tumor Cells Count in Lung Cancer Patients

Q. Chen', W. Cui', F. Ge?, P. Lin’. 'Peking Union Medical Colleage
Hospital, Beijing, China, *Beijing Shijitan Hospital, Beijing, China,
ICytelligen Corporation, San Diego, CA,

Background: Enumeration of circulating tumor cells (CTCs) may be valuable for
lung cancer treatment and monitoring cancer patient relapse. In this study,we explore
the relation of circulating tumor cells (CTCs) to TNM stage and the levels of tumor
markers for patients with lung cancer.

Methods: In the prospective, single-center and small sample study, we tested the
levels of CTCs in 42 patients with emerging or recurrent lung cancer from Beijing
Shijitan Hospital. And some tumor markers such as Cyfra21-1, NSE, CA199, CA125,
CA153, CEA and AFP were also measured. The tumor-node-metastasis (TNM)
staging was performed based on the results of imageology and pathology.

Results: CTC count was 1~2 in 50%(4/8) of patients with T1stage, while the CTC
counts of >3 was majority at the rate of 46.2% (6/13), 62.5% (5/8) and 60% (6/10)
in the patients with T 2 to T4 stage respectively. CTCs can be detected in all M1
patients. In the patients with TNM stage I, CTC counts of 1~2 was dominated at the
rate of 50%(5/10), while the CTC counts of >3 was primary at the rate of 50% (5/10),
54.5% (6/11) and 70%(7/10) in the patients with TNM stage II to I'V. It is notable that
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the patients with TNM stage IV had a 100% CTC positive rate (10/10). The CTC
positive rate was higher in patients with high level of Cyfra21-1 than those with low
cyfra21-1(94.12% vs. 66.67%).

Conclusion: CTCs is related to the size, invasiveness and the distant metastases of
tumor and reflects the activity of tumor cells as well. Additionally CTCs is correlated
with the level of tumor marker Cyfra21-1.

Relationship between /ntegrin gene miRNA-related polymorphisms
and the progress of gastric cancer in Chinese Han population

M. Wei, J. Liu, J. Liu, J. Wang, B. Ying. Department of Laboratory
Medicine, West China Hospital, Sichuan University, chengdu, China,

Background: Considerable evolution in recent studies suggests that integrins play a
critical role in the progress of cancer. Many mechanisms have been elucidated that
integrins contributed to the solid tumor cells invasion, angiogenesis and extravasation.
Besides, miRNA may regulate integrins expression through post-transcriptional
control. But the association between single miRNA-related polymorphism of integrin
and the risk of progress of gastric cancer has not been clarified. So our study aimed
to examine whether five polymorphisms, rs1062484 in ITGA3, rs17664 in ITGAG,
rs11902171 in ITGAv, rs3809865 in ITGB3 and rs2675 in ITGBS, were associated
with the progress of gastric cancer in order to provide data for screening high-risk
population in Chinese Han population.

Methods: 327 gastric cancer patients (222 male and 105 female, mean age:
51.13+11.06 years) in Chinese Han population were collected to assess their
genotype and allele frequencies of the five promoter polymorphisms by using the
high-resolution melting (HRM) method on LightCycler 480 machine and GeneScan
software. SPSS 13.0 software was used in statistic analysis.

Results: No significant differences were observed between distributions of the five
SNPs and lymphatic metastasis, nerve invasion and clinical stage of gastric cancer.
However, significant difference was detected in rs2675 in groups with different depth of
invasion (genotype: x2=13.774, p=0.032; ¥2=11.849, p=0.008). And genotype and allele
frequencies of rs1062484 showed significant differences among patients in the appearance
of distant metastasis (genotype: ¥2=3.916, p=0.048; allele: 2=3.904, p=0.048).
Conclusions: In Chinese Han population, integrin gene miRNA-related
polymorphisms may not contribute to the susceptibility of lymphatic metastasis, nerve
invasion and clinical stage of gastric cancer, but may play a role in the invasion and
distant metastasis in the progress of gastric cancer.

Association of two nucleotide variants in miR-146a and miR-499 with
Primary liver cancer in Chinese population

J. Zhou, X. Song, D. Li, D. Tang, L. Wang, B. Ying. Department of Laboratory
Medicine, West China Hospital,Sichuan University, chengdu, China,

Background: MicroRNAs (miRNAs) have been proved to play important roles in
the growth and development of human beings. Single nucleotide polymorphisms
(SNPs) within miRNAs could change their production or affinity with target genes,
thus lead to malignant diseases. This study is to explore the relationship between
polymorphisms in miR-146a (rs2910164 G>C) and miR-499 (rs3746444 T>C) and
primary liver cancers in Chinese population.

Methods: 186 Chinese primary liver cancers cases and 483 healthy controls were
enrolled to be genotyped by polymerase chain reaction-restriction fragment length
polymorphism (PCR-RFLP). The distribution of the genotypes and alleles was first
compared between patients and controls, and then in the subgroups of the patients
characterized by clinicopathology, furthermore, we also investigated the effect of the
two SNPs on liver function and age of onset.

Results: No significant differences were observed between distributions of the two
SNPs and susceptibility of primary liver cancer, diverse clinicopathologic features.
However, we found that patients with genotype CG of the SNP in miR-146a tended
to have earlier onset and better liver function, compared with CC(average age:49.9
vs 54.9,P=0.038,95%CI:0.2778~9.7962; average improved Child-Pugh grade:5.55 vs
6.15, P=0.021, 95%CI:0.0911~ 1.1107),and further analysis showed that patients who
had at least one G allele were diagnosed at an earlier age (average age: 49.6 vs 54.9,P=
0.022,95%CI:0.7807~9.7278) and had better liver function (average improved Child-
Pugh grade:5.60 vs 6.15 ,P=0.026, 95%CI: 0.0652~1.0206).

Conclusions: Our data suggested lack of association between the two SNPs and primary
liver cancer risk, though interestingly, the SNP miR-146a was likely to affect the age of
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onset and Child-Pugh grade, which may provide new ideas for research in miRNA.

Tablel . Age of onset and improved Child-Pugh grade with genotypes of miR146a
SNP

Age of onset Improved Child-Pugh Grade

(n=174) (n=102)

mean+SD P-value mean+SD P-value
CG 49.85+14.38 . 5.54+1.02 .

0.038 0.021
CC 54.89+14.78 .. [6.14£1.35 .
0.022 0.026

CG+GG  |49.64+14.20 5.60+1.04
"CGvsCC
" (CG+GG) vs CC

Utility of Serum Biomarkers for Predicting Systemic Progression in
Prostate Cancer

M. K. Goodmanson, E. W. Klee, M. Kohli, R. J. Karnes, E. J. Bergstralh,
G. G. Klee. Mayo Clinic, Rochester, MN,

Background: Many men who are diagnosed with prostate cancer have slowly
progressing disease, while some rapidly progress and have multiple complications
including death. Blood biomarkers that could identify men likely to rapidly progress
would be clinically useful. We identified 19 biomarkers from the literature which had
potential utility for this role and evaluated their clinical utility for predicting adverse
outcomes in a cohort of men with high risk prostate cancer. Men with high risk were
selected for this cohort to ensure that we had adequate events within the follow up
time.

Methods: A cohort study involving 190 men with high risk for prostate cancer
progression following radical prostatectomy was identified from the Mayo Clinic
NCI-Prostate SPORE. These men had PSA >20 ng/ml, or Gleason score 8-10, or
seminal vesicle involvement, or GPSM score of 10 or more at time of prostatectomy.
All of these men had baseline serum samples available and consented to the research
use of their specimens. The mean (SD) follow up was 3.3 (1.2SD) years; 86 men had
PSA recurrence (>=0.4ng/ml); 15 men had systemic progression, and 7 men died from
prostate cancer at the time of analysis. Commercial immunoassays were used for these
19 biomarkers: Angiopoietin 2 (R&D Systems), Chromogranin A (Cisbio), Coagulation
Factor IIT (R&D Systems), Fatty Acid Synthase (FASgen), Growth Differentiation
Factor 15(R&D Systems), Interleukin 6(R&D Systems), Insulin-like Growth Factor
Binding Protein-2(ALPCO), Ostase(Beckman Coulter), Osteopontin(R&D Systems),
Progranulin (R&D Systems), Prostatic Acid Phosphatase (Alpha Diagnostics), PSA
(Beckman Coulter), free PSA (Beckman Coulter), [-2] proPSA (Beckman Coulter),
hK2 (Mayo), E-Cadherin (R&D Systems), Survivin (R&D Systems), Tissue Inhibitor
of Metalloproteinases 1(R&D Systems), and Vascular Endothelial Growth Factor D
(R&D Systems). Minimum analytic validation was performed on each of the kits
and serum controls were run with each of the assays. Associations of analytes with
tumor factors were done using Spearman’s rank correlation. The Cox proportional
hazards model was used to test associations with follow-up events. Analytes were
log transformed (base 2) as needed with hazard ratios (HR) for a doubling and 95%
confidence intervals reported.

Results: Eight of these biomarkers were significantly (p<.05) associated with
high risk characteristics such as Gleason score, tumor volume, and pathological
stage. Pathology Gleason Score was predicted by [-2] proPSA, GDF-15, hK2, and
Chromogranin A. Tumor volume was predicted by [-2] proPSA, GDF-15, hK2, FASN
(neg cor), and Survivin (neg cor). Pathologic stage was predicted by [-2] proPSA,
IGFBP-2, hK2, Survivin (neg cor), and VEGF-D. PSA recurrence was predicted by
[-2] proPSA (HR 1.31[1.06, 1.61], p=0.01. Only two of these markers, Chromogranin
A (HR=1.66[1.04, 2.64], p=0.03) and GDF-15 (HR=2.54[1.50, 4.28], p <0.001) were
predictive of systemic progression.

Conclusions: Cohort studies are needed to evaluate the predictive utility of serum
biomarkers. [-2] proPSA and GDF-15 are promising markers for predicting which
men with prostate cancer will have early systemic progression.
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Value of the Prostate Health Index (phi)' for prostate cancer detection
in men undergoing first or repeat biopsy. A multi-center prospective
clinical study

L. J. Sokoll', L. Marks?, M. Sanda’®, J. Wei*, G. Klee®, C. Bangma®, K.
Slawin’, D. Broyles®, S. Shin®, A. Cruz®, I. Mizrahi®, D. W. Chan', W.
Roberts’, R. van Schaik®, A. Partin', W. Catalona'®. 'Johns Hopkins
Medical Institutions, Baltimore, MD, UCLA, Los Angeles, CA, *Beth
Israel Deaconess Medical Center, Boston, MA, *University of Michigan,
Ann Arbor, MI, *Mayo Clinic, Rochester, MN, *Erasmus University
Medical Center, Rotterdam, Netherlands, "Vanguard Urologic Institute
and Texas Prostate Center, Houston, TX, SBeckman Coulter Incorporated,
Carlsbad, CA, °’ARUP Laboratories, Salt Lake City, UT, "’Northwestern
University, Chicago, IL,

Background: PSA levels correlate poorly with repeat biopsy (Bx) findings. A more
specific test would help detect PCa among men with elevated PSA after one or
more negative Bx. We evaluated the clinical utility of the Beckman Coulter Prostate
Health Index phi, [-2]proPSA/free PSA x square root PSA, for PCa detection in men
undergoing first or repeat Bx. Hybritech p2PSA measures [-2]proPSA.

Methods: 865 men from 7 sites undergoing prostate Bx, were prospectively enrolled.
Inclusion criteria: > 50 years, clinical stage T1c, PSA 2-10 ng/mL, and > 6 cores Bx.
159 had a repeat Bx (34% PCa); 706 had a first time Bx (51% PCa). Serum samples
for [-2]proPSA, fPSA, and PSA were obtained prior to Bx and tested on the Beckman
Coulter Access 2 Immunoassay analyzer’. ROC analyses were performed.

Results: In men having a first Bx, area under curve (AUC) for phi was 0.714 vs.
0.553 for PSA (p<0.01). In men having a repeat Bx, AUC for phi was 0.637 vs. 0.500
for PSA (p<0.01). PCa specificity was significantly better for phi than PSA in men
undergoing either first-time or repeat Bx. For both tests, PCa specificity was better in
men having first-time than repeat Bx, but when sensitivity was set at 60%, phi was
64.8% specific for PCa in men having repeat Bx.

No Prior Biopsy
% Sensitivity |phi Cutoff |% Specificity |PSA ng/mL Cutoff % Specificity
85 27.1 43.2 3.4 20.9
60 37.3 71.3 4.6 47.8
45 44.3 84.1 5.4 62.9
Prior Biopsy
% Sensitivity |phi Cutoff |% Specificity |PSA ng/mL Cutoff  |% Specificity
85 27.0 23.8 3.8 7.6
60 37.0 64.8 5.5 40.0
45 41.9 76.2 6.3 60.0

Conclusion: phi has improved specificity relative to PSA for men undergoing first
time or repeat Bx. Even though the specificity of phi was somewhat decreased for
repeat Bx relative to first time Bx, the discriminate value of phi was still significantly
better than PSA and provides an important role for the new marker.

'Not available in the US; *Not intended as off-label promotion of any BCI product;
3All trademarks are the property of their respective owners.

Development and analytical validation of a new prostate-specific
antigen (PSA) assay (NADiA® ProsVue™), based on immuno-PCR
technology

J. E. McDermed', R. Sanders', A. R. Soosaipillai, R. E. Klem', M. J.
Sarno!, E. P. Diamandis®. 'Iris Molecular Diagnostics, Carlsbad, CA,
’Mount Sinai Hospital, Toronto, ON, Canada,

Background: PSA assays are valuable for ensuring that men are free of prostate
cancer post-prostatectomy. However, conventional assays are not sensitive enough to
neither quantitate the minute levels of PSA nor distinguish between values that may
be stable or slowly rising. The objective of this study was to develop and validate
an investigational ultrasensitive prostate-specific antigen (PSA) assay (NADiA®
ProsVue™) with sub-pg/mL sensitivity, suitable for measuring serum PSA levels in
prostate cancer patients following radical prostatectomy.

Methods: The assay is based on capturing of serum PSA by one murine monoclonal
antibody which is biotinylated and immobilized on streptavidin-coated paramagnetic
particles. The detection monoclonal antibody is chemically conjugated to a 59-mer
double stranded DNA oligonucleotide (dsDNA). After PSA is bound to the two
complementary antibodies, the paramagnetic beads are washed and separated, and then
the dsDNA is amplified by polymerase chain reaction (PCR). The progress of PCR
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amplification is monitored by SYBR green fluorescence with a Q-PCR instrument.
The threshold cycle for generating a specific fluorescence signal is calculated and used
for constructing the calibration curve.

Results: Validation experiments were performed according to CLSI Guidelines,
when available. Assay dynamic range extended from 0.65 to 100 pg/mL. The limit
of detection was 0.27 pg/mL and the limit of quantification was 0.65 pg/mL. Spiking
recovery with six serum samples ranged from 86% to 105%, with a mean of 98.4%.
Dilution linearity yielded recovery 84% to116% for all samples and all dilutions,
with a mean recovery of 100%. There was no high-dose hook effect up to 10,000 pg/
mL of added PSA. Precision was assessed in human samples at low (3.79 pg/mL),
intermediate (24.1 pg/mL) and high (69.1 pg/mL) mean serum PSA levels. Percent
CV at the three levels was 15.2%, 9.4% and 10.6%, respectively. This precision
encompasses different days of testing, multiple operators, two reagent lots, multiple
instruments and two different testing sites. Equimolarity was verified at various free
to complex PSA ratios and recovery ranged from 88.0% to 113.2%, with a mean of
99.5%. The new method was compared with the Siemens ADVIA Centaur® total PSA
assay (N=112). The regression equation was NADiA ProsVue = -0.16 ng/mL + 0.99
(ADVIA); Pearson R = 0.94. We further confirmed the reference range of both the
NADiA and Siemens methods to be 0-4 ng/mL.

Conclusions: The NADiA ProsVue assay, based on immuno-PCR, is one of the most
sensitive and precise analytical methods ever reported for measuring total PSA. The
method has excellent analytical characteristics per CLSI testing guidelines and its
proposed intended use is to aid in the identification of men at reduced risk for prostate
cancer recurrence after prostatectomy. A clinical evaluation for this assay is underway
to support regulatory clearance.

An Eleven Analyte Monoclonal Gammopathy Screening Array
Immunoassay - Performance Assessment

R. Budd, D. Taylor, E. Harley, S. Harding, G. Mead. The Binding Site Ltd,
Birmingham, United Kingdom,

Background: The development of a multi-analyte screening assay for monoclonal
intact immunoglobulin, kappa (k) and lambda () free light chains (FLC) and other
specific tumour related proteins, could simplify and fully automate sample testing,
whist providing greater clinical utility than the current screening protocols.

The International Myeloma Working Group Screening guidelines, recommend a
combination of serum protein electrophoresis (SPE), immunofixation electrophoresis
(IFE) and serum free light chain (FLC) ratios for identification of monoclonal related
proteins. Gel electrophoresis techniques can require a degree of expert interpretation.

Studies utilising antibodies specific for heavy chain/light chain (HLC) pairs have
indicated that HLC ratios provide a sensitive indication of monoclonal intact
immunoglobulin production. This combination allows for the development of a
screening assay that uses both HLC and FLC ratios and eliminates the requirement for
the gel electrophoresis techniques.

Methods: Using a multiplex format developed by Dynex Technologies Inc, a screening
assay has been developed to detect eleven tumour markers based on the use of the
Binding Site Group Ltd. UK polyclonal antibodies. Assays have been run to establish
the following performance characteristics; concordance with confirmed monoclonal
gammopathy type, normal blood donor sample (NBDS) classification, within-assay
precision and confirmation of total immunoglobulin concentrations by summation
of the k+AHLC concentrations. Assays were run using a modified Dynex DS2™
instrument; total assay time was 2 hours. Diluted serum samples were incubated in
wells containing specific sheep antibody-coated beads to: kFLC, AFLC, 1gGk, IgG2,
IgAx, IgAM, IgMk, IgMA, cystatin C, beta 2-microglobulin and albumin, following a
wash step, bound analytes were detected using enzyme conjugated antibodies specific
for the respective target analytes. Following a final wash, luminol substrate was added
and the resulting image captured and analysed using a Photometrics CCD camera and
Array-Pro Analyzer® software.

Results: Concordance was tested using 48 NBDS and 96 sera from patients with a
previously confirmed monoclonal gammopathy. The assay correctly confirmed normal
FLC and HLC ratios in 48/48 NBDS and abnormal ratios in 95/96 (99%) monoclonal
gammopathy samples. The one discordant result was subsequently confirmed to
be from a patient with polyclonal hypergammaglobulinemia, but no indication of
monoclonality. The mean within-assay precision (percentage coefficient of variation)
for the eleven analytes was assessed using 16 replicates of three samples: IgAk=4.1%,
IgAA=3.9%, IgMk=6.2%, IgMA=7.6%, IgGk=6.3%, I1gGA=4.7%, «FLC=6.4%,
MFLC=5.3%, beta-2-microglobulin =5.5%, cystatin-C=6.4% and albumin=5.9%.

Conclusion: These data demonstrate the potential performance of this monoclonal
gammopathy screening assay. Eleven results were obtained from each of thel44
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samples (1584 data points in total). The assay utilises the Dynex DS2 platform
which fully automates the assay, the array format simplifies the screening process
by combining the assays in one format, making it ideal for routine laboratory use,
whist eliminating the need for gel electrophoresis. The inclusion of simultaneous
quantitation of cystatin C (for renal function), beta-2-microglobulin and albumin
(tumour mass) levels add to the clinical utility of this protocol.

The Effect of Age-Adjusted PSA ranges on the prostate Health Index
(phi)', a mathematical equation combining PSA, fPSA, and [-2]
proPSA, on prostate cancer detection. A multi-center prospective
clinical study

W. L. Roberts', W. Catalona?, S. Martin®, J. Wei‘, G. Klee®, C. Bangma®,
K. Slawin’, L. Marks®, S. Loeb’, D. Broyles'’, S. Shin'’, A. Cruz'’,

1. Mizrahi'?, D. Chan’, L. Sokoll'!, R. H. N. vanSchaik'?, A. Partin''.
!Department of Pathology, University of Utah, Salt Lake City, UT,
’Northwestern University Feinberg School of Medicine, Chicago, IL,
3Beth Israel Deaconess Medical Center, Harvard Medical School,
Boston, MA, *University of Michigan School of Medicine, Ann Arbor, MI,
*Department of Pathology, Mayo Clinic, Rochester, NY, “Department of
Urology, Erasmus University Medical Center, Rotterdam, Netherlands,
"Vanguard Urologic Institute and Texas Prostate Center, Houston, TX,
SDepartment of Urology, University of California Los Angeles, Los
Angeles, CA, °John Hopkins University School of Medicine, Baltimore,
MD, ""Beckman Coulter, Inc., Carlsbad, CA, ""Johns Hopkins University
School of Medicine, Baltimore, MD, Department of Clinical Chemistry,
Erasmus University Medical Center, Rotterdam, Netherlands,

Background and Introduction: Age-adjusted PSA ranges are sometimes used for
biopsy decisions to improve the specificity of PSA testing in older men and improve
sensitivity in younger men. We assessed the influence of non-age adjusted and age-
adjusted PSA ranges on phi, a mathematical equation combining PSA, fPSA, and [-2]
proPSA to determine the effect on prostate cancer (PCa) detection.

Methods: A multi-center study (7 sites) was conducted, consisting of 430 men with
PCa and 462 benign by biopsy, Tlc, > 50 years of age, and PSA ranging from 2.0-
10.0 ng/mL. The sensitivity, specificity and area under the curve (AUC) from receiver
operating characteristic (ROC) analyses for PCa detection of p#i, (Beckman Coulter
Prostate Heath Index) defined as [([-2]proPSA/fPSA) x PSA'?], PSA, and %f{PSA
were evaluated with and without the following PSA age-adjusted ranges: 50-59 years,
3.5 ng/mL; 60-69, 4.5 ng/mL; and 70-79, 6.5 ng/mL. PSA, fPSA, and [-2]proPSA
were all tested on the Beckman Coulter Access 2 Immunoassay Analyzer’.

Results: As seen in the table below, comparable specificity at various sensitivities
were obtained for the unadjusted PSA and the age-adjusted ranges for PSA, %fPSA,
and phi. Additionally, comparable results were obtained for the AUCs for the
unadjusted and PSA age-adjusted for PSA (0.525 vs. 0.514), %fPSA (0.648 vs. 0.645),
and phi (0.703 vs. 0.718).

% Specificity

[Not Adjusted for Age Adjusted for Age
% Sensitivity PSA %fPSA hi PSA  |%fPSA hi
95 6.5 8.4 16.0 6.5 7.2 15.7
90 11.0 18.0 26.2 11.9  [16.4 31.1
85 17.1 27.7 39.0 17.1  [27.0 42.3
80 22.3 36.6 45.2 212 |34.1 48.5

Conclusion: The results of this evaluation do not support the need to use age-adjusted
PSA ranges for phi. Sensitivity, specificity, and AUC from the ROC analyses are not
improved with age-adjusted PSA, simplifying the use of phi across all age groups (>
50 years).

'Not available in the US; *Not intended as off-label promotion of any BCI product;
3All trademarks are the property of their respective owners.
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Comparison of Hybritech® and WHO Calibrations for PSA and fPSA
used in the Beckman Coulter Prostate Health Index (p/i) for Prostate
Cancer Detection

L.J. Sokoll', R. H. N. van Schaik?, L. Marks?, M. Sanda*, J. Wei®,

G. Klee®, C. Bangma?, K. Slawin’, D. Broyles®, S. Shin®, A. Cruz®, I.
Mizrahi®, D. W. Chan', W. Roberts’, A. Partin', W. Catalona'®. 'Johns
Hopkins Medical Institutions, Baltimore, MD, *Erasmus University
Medical Center, Rotterdam, Netherlands, *UCLA, Los Angeles, CA, *Beth
Israel Deaconess Medical Center, Boston, MA, *University of Michigan,
Ann Arbor, MI, *Mayo Clinic, Rochester, MN, "Vanguard Urologic
Institute and Texas Prostate Center, Houston, TX, *Beckman Coulter, Inc.,
Carlsbad, CA, ’ARUP Laboratories, Salt Lake City, UT, "’Northwestern
University, Chicago, IL,

Background: Since the mid 1990s, the goal of an equimolarity standard for PSA
evolved into adoption of WHO 96/670 as a new mass standard. In 1999, a fPSA mass
standard, 96/668, was adopted. Both the Hybritech PSA and fPSA assay calibrations
are based on reference preparations of human PSA and fPSA purified from seminal
plasma and value assigned by Lowry total protein methods. The objective of this study
was to compare the clinical utility of phi (a combination of [-2]proPSA, PSA and
fPSA) using the Hybritech and WHO calibrations for PSA and fPSA. The [-2]proPSA
isoform was measured using the Hybritech p2PSA assay.

Methods: A total of 892 subjects, 430 with and 462 without PCa, from seven medical
centers were enrolled. Subjects were >50 years, with negative DRE, 2-10 ng/mL PSA
and had undergone > 6 core biopsy. PSA, fPSA and p2PSA were tested using the
Beckman Coulter Access® Immunoassay Analyzer. The study compared the clinical
utility of phi** ((p2PSA/fPSA) X PSA'2) using WHO and Hybritech calibrated PSA
and fPSA. Comparison between Hybritech and WHO calibrated PSA was performed
using Deming analyses. Receiver Operating Characteristics (ROC) analyses were
performed for phi with Hybritech and WHO PSA and fPSA calibrations. The
probability of PCa was determined using the bootstrap technique to repetitively
sample the study population 1,000 times and accounted for the 25% prevalence of
PCa in the 2-10 ng/mL PSA range.

Results: Deming regression (WHO vs. Hybritech) of 100 serum samples from 0-130
ng/mL PSA using three WHO primary calibrator lots showed strong correlation for
PSA with r from 0.9814 to 0.9999. A 4.0 ng/mL Hybritech calibrated PSA equals 3.1
ng/mL based on WHO calibration. ROC analyses of phi for the 892 subjects were
virtually identical when using either Hybritech or WHO calibrated PSA and fPSA with
AUCs of 0.703 and 0.704 (p-value=0.53). Results from the phi percent probability
of PCa (and Relative Risk), show very similar results when using the Hybritech or
WHO calibrations. For phi ranges of 0-24.9, 25.0-34.9, 35.0-54.9 and > 55.0, the phi
probability of PCa for the Hybritech and WHO calibrated PSA and fPSA was 11.0%
and 11.3% (RR: 1.0 for both), 18.1% and 18.0% (RR: 1.6 for both), 32.7% and 34.0%
(RR: 3.0 for both) and 52.1% and 49.6% (RR: 4.7 and 4.4), respectively. The percent
of patients in the four phi ranges, for the Hybritech and WHO calibrations, are 24.9%
and 26.8%, 32.8% and 31.4%, 29.5% and 28.3% and 12.8% and 13.5%, respectively.
Conclusion: Other than the absolute difference in PSA and fPSA concentrations and
calculated phi ranges, the clinical performance of Beckman Coulter phi is equivalent
when using either WHO or Hybritech calibrations for PSA and fPSA. These
results apply to the Access Hybritech p2PSA, PSA and fPSA assays on the Access
Immunoassay Systems. Values obtained with assays from different manufacturers
cannot be used interchangeably.

"Not intended as off-label promotion of any Beckman Coulter product; “Not available
in the U.S.

Association between microRNA genetic variants and susceptibility to
colorectal cancer in Chinese population

D. Tang, Y. Jia, L. Wang, J. Zhou, B. Ying, J. wang. Department of
Laboratory Medicine, West China Hospital, Sichuan University, chengdu,
China,

Background: MicroRNAs (miRNAs) play important roles in the pathogenesis of
tumors. Single nucleotide polymorphism (SNP) within miRNAs can change their
phenotype and function. We attempted to analyze the relationship between two SPN
loci in miRNA and colorectal cancer (CRC) in Chinese Han population.

Methods: Using polymerase chain reaction-restriction fragment length polymorphism
(PCR-RFLP), we analyzed two miRNA SNP loci, miR-146a (52910164 G>C) and
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miR-499 (153746444 T>C) in 276 CRC patients (65.2% male and 34.8% female)
and 373 healthy controls (67.8% male and 32.2% female). The distribution of the
genotype and allele of the two SNP loci were compared between patient and control
groups, and among subgroups of patients with different clinicopathological features.
Results: The overall genotype distribution of the miR-146a SNP was not significantly
different between patients and controls. However, using CG genotype as reference,
the distribution of genotype GG was significantly higher in patients than controls
(p=0.031) with a significant association with CRC (OR= 1.762; 95% CI =1.050-
2.956). Furthermore, patients with a good tumor differentiation showed 100% GG
genotype in miR-146a, but patients with a moderate or poor differentiation had only
22.6% and 5% GG phenotype, respectively. A significant association between GG
genotype between and CRC differentiation was detected (OR=0.553, 95% CI =0.315-
0.971). In contrast, the SNP in miR-499 was not associated with CRC susceptibility
or clinicopathological features.

Conclusion: Our data suggested that SNP locus (752910164 G>C) in miR-146a is not
only associated with CRC susceptibility but also histological differentiation, and it
may be a useful reference in screening the high-risk population as well as determining
tumor differentiation in diagnosed CRC patients.

Table 1 Polymorphisms of SNPs miR-146a (rs2910164G>C) and miR-499
(rs37464447>C) in CRC patients and controls.

Polymorphism Ea(f,'/f)m E‘(’;S"l o b lor oswcr
rs2910164G>C(n=200)

Genotype

CC 84 (42.0) (142 (38.1)

CG 82 (41.0) |[187(50.1) [5.413 |0.067 [N/A |N/A

GG 34 (17.0) |44 (11.8)

GG vs. CG 4.667 [0.031 [1.762 |1.050-2.956
CCvs. CG 2.462 |0.117 |1.349 [0.928-1.962
Allele

G 150 (37.5) |275 (36.9)

C 550 (62.5) [471(63.1) 0.045 |0.832 [1.028 [0.799-1.321
rs3746444T>C(n=211)

Genotype

CC 5(2.40) |10 (2.70)

CT 49 (23.2) |81(21.7) [0.214 |0.899 [N/A [N/A

TT 157 (74.4) |282 (75.6)

Allele

C 59 (14.0) |101(13.5)

T 363(86.0) [645(36.5) 0.045 |0.833 |1.038 [0.734-1.467

N/A, Not Available; OR, Odd Ratios.

Detecting circulating tumor cells from a microfluidic chip using a
customized imaging platform

W. Carney, K. Merdek, Y. Dong, A. Milutinovic, D. Tims, C. Jiang. On-Q-
ity, Waltham, MA,

Background: Circulating tumor cells (CTCs) have become increasingly accepted as
important independent prognostic factors and as valuable markers in prediction of
therapeutic response. Among many advanced isolation methods, the C5 microfluidic
chip with a gradient post design has shown advantage in efficiency of CTCs
attributable to its dual capture mechanism of using both antibody and size mediated
capture.

Methods: Plastic slides were embossed to produce C5 chip consisting of posts
arranged in a gradient pattern with decreasing post diameters and gap distances across
the chip surface. Decreasing the distances between posts, to a minimum of 12 um,
creates a gap size gradient across the chip allowing smaller blood cells to pass through
while capturing larger CTCs within the gaps. Chips were functionalized with an anti-
EpCAM monoclonal Ab for specific affinity capture of epithelial cells. High (H1650)
and low (MDA-MB-231) EpCAM expressing cancer cells were spiked into buffer
and pumped through the chips at a constant flow rate. EPCAM captured cells were
then identified by on-chip immunofluorescence using an anti-cytokeratin antibody
conjugated to phycoerythrin in combination with a nuclear specific fluorescent stain
and imaged on an automated cell imaging platform at 5x magnification. An automated
imaging platform has been developed to detect CTCs from a microfluidic chip using
advanced algorithms.

Results: Variability of capture rate was modest for replicate measurements, with CV’s
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of < 15% for within-day, day-to-day, and lot-to-lot precision. EpCAM Ab coated C5
chips captured 97% of spiked H1650 cells into normal blood samples, verifying the
advantage of both size and affinity capture. The imaging platform was then evaluated
using 8 patients with advanced cancer, 5 colorectal cancer (CRC) and 3 Pancreatic
Cancer patients. The system detected an average of 30 CTCs/7.5 ml and 14 CTCs/7.5
ml for the CRC and PaCa patients respectively.

Conclusions: The preliminary evaluation of this C5 CTC imaging platform suggests
a high CTC detection rate, both in spiked samples and in patient samples. The system
also achieved a high scan throughput that makes this technology practical for both
research and clinical use. Further study will be performed using a large sample size
to evaluate detection efficiency and repeatability. Circulating tumor cells (CTCs) are
frequently present in the blood of cancer patients and can be captured by a variety of
mechanisms. Here we described a novel microfluidic chip that can capture CTCs by
both cell size and affinity.

A-25

Comparison of Three Commercial Chromogranin A Assays with
Reference Laboratory Methods

E. Reineks, J. Eustache, X. Zhang, T. Daly. Cleveland Clinic, Cleveland, OH,

Background: Elevated chromogranin A (CgA) concentrations in a patient’s serum
or plasma may indicate the presence or recurrence of a neuroendocrine tumor, such
as a carcinoid or pheochromocytoma. We evaluated the performance characteristics
of three commercially available CgA ELISA kits, and compared the results with
those from a reference lab. Because a reference method for CgA is not available
and each commercial kit employs different antibodies and units, a comparison using
patient samples and known diagnoses was warranted prior to conducting a complete
validation study.

Methods: A validation plan for method comparison was drafted and approved.
Three potentially suitable, commercially available, CgA ELISA kits were identified
(CISBIO, ALPCO, and DAKO) and obtained. Patient samples received for CgA
sendout testing were split and a portion was retained in frozen storage. The retained
samples were later assayed with the ELISA kits according to the manufacturer’s
instructions. Departmental policies and relevant CLSI guidelines were followed to
determine the linearity, precision, and lower limit(s) of detection/blank. Accuracy was
determined by comparison of ELISA and reference lab results. Data was analyzed
using EP evaluator software. The clinical status for 41 of 47 patients whose samples
were tested was available from chart review, allowing an assessment of the sensitivity
and specificity of the reference method cutoff points.

Results: All three ELISA kits showed acceptable correlation (R > 0.9) with the
reference lab’s ECL assay. Each assay had suitable precision, with a CV<15% at low,
middle, and high concentrations. However, the ALPCO and CISBIO kits demonstrated
unacceptably large bias in the middle range. The limit of blank for all three kits was
at or below the manufacturer’s claims. However, in 11 of 47 patient samples, the
ALPCO kit did not detect CgA where the other two kits were able to provide results.
Using the ECL method and reference lab cutoff points, 17 samples were identified as
positive. In two of these cases, these were false positives attributable to patient use of
proton pump inhibitor medications, which are known to increase CgA in the absence
of tumors. Of the remaining 15 positive samples, clinical data was available from 13
of these patients: there were 6 false positives and 7 true positives.

Conclusion: The DAKO ELISA kit compares most favorably with the reference lab
ECL method in regard to the characteristics we evaluated. A full validation is planned,
including establishment of a clinically suitable cutoff point.

Turbidimetric immunoassays for IgGk and IgGL quantification for
the assessment of patients with IgG multiple myeloma

A.J. Alvi', N. J. Fourrier', M. Shemar!, A. R. Bradwell?, S. J. Harding'.
!The Binding Site Group Ltd., BIRMINGHAM, United Kingdom,
’Division of Immunity and Infection, The Medical School, University of
Birmingham, BIRMINGHAM, United Kingdom,

Quantification of monoclonal IgG immunoglobulins by serum protein electrophoresis
(SPE) can be inaccurate in patients with high polyclonal immunoglobulin levels.
Furthermore, SPE does not account for the concentration-dependent metabolism of
IgG or concentration changes due to changes in haematocrit and plasma volumes.
Specific polyclonal antibodies have been produced which recognize conformational
epitopes spanning the junction of the heavy and light chains of the immunoglobulin
molecule. Here we describe automated, turbidimetric immunoassays for the
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quantification of IgGk and IgGA in serum on the SPA, ™, a small, bench-top
turbidimeter available from The Binding Site Group Ltd. Determination of the IgGk/
IgGA ratios can be used as an aid in the diagnosis of IgG monoclonal gammopathies.
The main assay characteristics are summarised in the table below.

Assay IgGxk IgGAL

Measuring range (g/L) 1.9-40.0 0.92-29.5

Sample dilution 1/20 1/20

Min sample dilution 1/1 1/1

Sensitivity (g/L) 0.094 0.046

Assay time (mins) 5 5

Linearity y =0.987x - 0.42g/L |y =0.959x + 0.55¢g/L

r’=0.999 r’=0.997

Intra-assay precision %CV 1.2% (25.18)
(mean concentration g/L) 1.2% (9.69)

(n=84) 2.3% (3.18)

0.7% (23.75)
1.4% (5.33)
2.1% (1.73)

Inter-assay precision %CV 2.0% (25.18) 2.5% (23.75)
( mean concentration g/L ) 2.6% (9.69) 2.6% (5.33)
(n=84) 4.1% (3.18) 4.7% (1.73)
Between-day precision %CV 5.7% (25.18) 5.3% (23.75)
( mean concentration g/L ) 4.4% (9.69) 5.2% (5.33)
(n=84) 5.3% (3.18) 8.7% (1.73)
Total precision %CV 6.1% (25.18) 5.9% (23.75)
( mean concentration g/L ) 5.2% (9.69) 6.0% (5.33)
(n=84) 7.1% (3.18) 10.1% (1.73)

Interference was within +2.0% when either bilirubin (0.20 g/L), haemoglobin (4.56
g/L) or Chyle (1540 formazine turbidity units) were added to serum samples with
known IgGk and IgGA concentrations. IgGk and IgGA concentrations were measured
in 129 normal (blood donor) sera; median IgGk 6.75 g/L (range 3.84 - 12.07 g/L),
median IgGA 3.90 g/L (range 1.91 - 6.74 g/L), median IgGk/IgGA ratio of 1.74 (range
1.12 - 3.21). IgGk+ IgGh summation correlated well with total IgG (Binding Site
SPA, o): Y = 0.97x + 0.44 g/L (Passing-Bablok). IgGk and IgG) concentrations were
measured in 117 1gG (72 1gGk /45 IgGA) archived multiple myeloma patient sera.
In all cases the IgGk/IgGA ratio correctly identified the monoclonal IgG type. The
results correlated well with monoclonal IgG measured by SPE densitometry: y =
1.06x - 1.78 g/L (Passing-Bablok). We conclude that serum IgGk/IgGA assays provide
a rapid, precise method for quantifying IgGk and IgGA in serum, and the presence of
an abnormal ratio may be useful in identifying patients with IgG multiple myeloma.

The RareCyte™ system for enumeration of circulating tumor cells
that retains all nucleated cells for analyses and doesn’t rely on
capture of proteins expressed on cells

A. Ramirez', S. Huang', K. Koehler?, D. E. Sabath?, J. L. Stilwell'.
'RareCyte, Inc, Issaquah, WA, *University of Washington, Seattle, WA,

Background: Detection and molecular characterization of circulating tumor cells
(CTCs) in blood are powerful methods for diagnosing and predicting prognosis
and therapeutic response of malignant tumors. Most technologies currently under
development are based on capture of cells that express EpCAM or other tumor marker
and rely on efficiency of capture and expression of the tumor marker. RareCyte is
developing a novel system for CTC detection and enumeration based on density
separation and the spread of nucleated cells onto a surface designed for imaging.

Methods: SkBr3 cells were spiked into whole blood from healthy individuals
collected in cell preservation tubes (Streck). Clinical samples from cancer patients
were obtained by taking left-over blood from CTC analysis by Veridex™. EpCAM,
CK, and other relevant antibodies conjugated to DyLight 547, AlexaFluor 488,
AlexaFluor647, respectively, were incubated with the blood at room temperature and
the mix was added to a tube with a float inserted to spread the cells onto an imaging
surface. The tube, float and blood were centrifuged to separate nucleated cells from
RBCs and plasma and to deposit the cells onto the imaging layer. Cells on the float
were imaged, characterized and counted on an automated platform.

Results: In 14 samples, with 10 to 250 spiked-in tumor cells, an average of 86% of
cells were recovered from 3mls of blood using the RareCyte system with linearity
from 10 to 250 cells (slope=0.8575; r>=0.9886, intercept=0.2515). To date, CTCs have
been identified in 12 clinical samples from patients of three different cancer types,
breast, prostate and colon. CTCs have not been observed in blood from 3 normal
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donors, indicating a very low rate of false positives. In one of 14 clinical samples
with zero cells identified by the EpCAM capture system, 2 cells were identified using
the RareCyte system. These cells were found to have low EpCAM expression and
high CK expression. This indicates the potential of the RareCyte system to find CTCs
missed by methods that rely on EpCAM capture.

Conclusion: The RareCyte technology is a new platform with advantages over current
technology because all nucleated cells can be imaged without EpCAM expression as
a prerequisite for capture. Molecular characterization of CTCs can be customized and
automated for deployment in clinical laboratories. This ability to customize testing
can provide more relevant information about the patient’s cancer, guiding their
physician in therapy selection.

Turbidimetric immunoassays for IgMx and IgMA\ quantification for
the assessment of patients with IgM monoclonal gammopathies

N. J. Fourrier!, A. J. Alvi', P. J. Showell', A. R. Bradwell?, S. J. Harding'.
'The Binding Site Group Ltd., BIRMINGHAM, United Kingdom,
’Division of Immunity and Infection, The Medical School, University of’
Birmingham, Birmingham, United Kingdom,

Accurate quantification of [gM monoclonal proteins by serum protein electrophoresis
(SPE) can be hampered by its failure to migrate from the origin and its heavily-
polymerised nature. Immunofixation (IFE) can improve the sensitivity of detection
but is non-quantitative. Specific polyclonal antibodies have been produced which
recognize conformational epitopes spanning the junction of the heavy and light
chains of IgM. Here we describe automated, turbidimetric immunoassays for the
quantification of IgMk and IgMA in serum on the SPA, ™, a small, bench-top
turbidimeter available from The Binding Site. Determination of the I[gM/IgMA ratios
can be used as an aid in the diagnosis of IgM monoclonal gammopathies. The main
assay characteristics are summarised in the table below.

Assay IgMk IgMAL
Measuring range (g/L) 0.2-5.0 0.18-4.50
Sample dilution 1/10 1/10
Min sample dilution 1/1 1/1
Sensitivity (g/L) 0.02 0.018
Assay time (mins) 5 5

L y =0.992x - 0.144 g/L |y =0.960x - 0.183 g/L
Linearity 2= 0.995 2= 0.987
Intra-assay precision %CV 1.8% (4.13) 1.7% (4.11)
(mean concentration g/L)) 1.5% (1.80) 2.0% (0.96)
(n=84) 2.4% (0.34) 2.0% (0.29)
Inter-assay precision %CV 1.8% (4.13) 1.5% (4.11)
(mean) 1.3% (1.80) 0.5% (0.96)
(n=84) 3.3% (0.34) 2.1% (0.29)
Between-day precision %CV _ |4.6% (4.13) 4.4% (4.11)

(mean) 3.5% (1.80) 3.2% (0.96)
(n=34) 4.9% (0.34) 5.4% (0.29)
Total precision %CV 5.3% (4.13) 5.0% (4.11)
(mean) 4.1% (1.80) 3.8% (0.96)
(n=84) 6.4% (0.34) 6.1% (0.29)

Interference was within £2.6% when either bilirubin (0.20 g/L), hemoglobin (5.00 g/L)
or Chyle (1500 formazine turbidity units) were added to serum samples with known
IgMk and IgMA concentrations. IgMk and IgMA concentrations were measured in
147 normal (blood donor) sera; median IgMx 0.63 g/L (range 0.19 - 1.63g/L), median
IgMA 0.35 g/L (range 0.12 - 1.01 g/L), median IgM«/IgMA ratio of 1.81 (range 1.18 -
2.74). IgMx+ IgMA summation correlated well with total I[gM (Binding Site SPA , ():
y=0.96x + 0.08 g/L (Passing-Bablok). [gM«k and IgMA concentrations were measured
in 47 (25 IgMk, 22 IgM)) archived IgM monoclonal protein patient sera. In all
cases the IgM/IgMA ratio correctly identified the monoclonal IgM type. The results
correlated well with total IgM: y = 1.07x - 0.12 g/L (Passing-Bablok). We conclude
that serum IgM«/IgMA assays provide a rapid, precise method for quantifying IgMx
and IgMA\ in serum, and the presence of an abnormal ratio may be useful in identifying
patients with IgM monoclonal gammopathies.
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Elevated CA-125, AFP and B-hCG in Mild and Severe Preeclampsia

P. Gyawali, R. Shrestha, B. K. Yadav, M. Khanal, J. Sharma. /nstitute of
Medicine, TUTH, kathmandu, Nepal,

Background: Preeclampsia affects between 0.4% and 2.8% of all pregnancies in
developed countries and much more in developing countries, leading to as many
as 8,370,000 cases worldwide per year. This study aims to determine whether the
levels of Carbohydrate Antigen 125 (CA125), Carcino-embryonic Antigen (CEA),
Alpha-feto Protein (AFP) and Beta human Chorionic Gonadotropin (B-hCG) alter
in preeclampsia, and, whether these tumour markers are able to differentiate mild
preeclampsia from severe preeclampsia.

Methods: This is a hospital based prospective cross-sectional study conducted from
May 2009 to August 2010. 60 diagnosed preeclamptic cases were recruited in this
study.Preeclampsia was defined as per the Australasian Society Consensus Statement
research definition as, a new onset of hypertension after 20 weeks of gestation
with Proteinuria. Pre-eclampsia was regarded as serious if severe hypertension was
associated with proteinuria or if hypertension was associated with severe proteinuria.
The criteria for severe hypertension and severe proteinuria were respectively (1)
systolic blood pressure >160 mm Hg or diastolic >110 mm Hg and (2) proteinuria >5
gm in 24 hours. 17 cases fulfilled the criteria of severe preeclampsia.

Age and Gestational period matched pregnant controls were selected.5 ml of blood
was drawn and serum was separated within 1 hour of sample collection for the
estimation of CEA, CA125, AFP and B-hCG using chemiluminescent Assay (Beijing
Bio-ekon Biotechnology). Mann Whitney-U test was used for the comparison of
median between the two groups. ROC curve (Receiver Operating Characteristic) was
plotted for the selection of optimal cut-off of tumour markers which could distinguish
mild preeclampsia from severe forms.

Results: Though there was no significant median difference in CEA level (0.75 ng/
mL Vs 0.7 ng/mL for cases and control respectively), other three tumour markers
were significantly elevated in preeclampsia than in normal pregnancy (18.76 IU/mL
Vs 9.0 IU/mL; 154.45ng/mL Vs 118.95 ng/mL and 22824.5 mIU/mL Vs 17554 mIU/
mL respectively for CA125; AFP and B-hCG). Furthermore, CA125 (16.82 I[U/mL Vs
27.94 IU/mL), AFP (149.3 TU/mL Vs 186.6 IU/mL) and B-hCG (22560 mIU/mL Vs
29600 mIU/mL) were also significantly higher in severe preeclampsia in comparison
to mild preeclampsia.

As a diagnostic test for severe preeclampsia, AUC was highest for AFP (0.889)
followed by CA125 (0.881) and B-hCG (0.732) respectively. The sensitivity and
specificity of AFP for differentiation between mild and severe preeclampsia was
respectively 92.3% and 82.9% with cut-off point of 166.6 ng/ml. PPV+ and NPV-
at this cut-off was respectively 63.15% and 97.14%. Likewise, for CA125, at the
cut-off point of 20.7 U/ml, the PPV+ for the differentiation of severe preeclampsia
from mild was only 50% but NPV- was 93.75%. Moreover, no tumour markers
showed significant correlation with gestational weeks. Only CA125 and AFP showed
significant correlation with blood pressure and 24-hr urinary total protein.
Conclusion: CA125, AFP and B-hCG levels were significantly higher in the
preeclamptic group in comparison to normal pregnancies and further, higher in severe
preeclampsia as compared to mild forms. AFP,among others,best distinguished severe
preeclampsia from mild preeclampsia.

K-ras/BRAF mutations in colorectal tissue: multiplex detection with
biochip array technology

A. Raju, H. A. Murray, M. A. Crockard, J. V. Lamont, S. P. Fitzgerald.
Randox Laboratories, Crumlin, United Kingdom,

Background: Colorectal cancer (CRC) is the third most common malignant
neoplasm world wide, second largest cause of cancer mortality in the Western world
but among the most curable when identified early. Therapeutic agents targeting the
epidermal growth factor receptor (EGFR) have improved outcomes for patients with
advanced colorectal cancer but are only effective in a subset of patients. Mutations
in the K-ras gene, are known to disrupt the EGFR pathway, rendering anti-EGFR
therapy ineffective and these are found in 30-40% of colorectal tumours. Thus, K-ras
mutational status can help predict which patients will benefit from anti-EGFR therapy.
Furthermore, BRAF mutations are associated with an additional 12-15% of patients
who fail to respond to this treatment.

Relevance: To tailor patient care, it is therefore advantageous to use analytical systems
allowing multiplex detection of these mutations. We report the analytical performance
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of a biochip array that can simultaneously detect the most frequent mutations in
codons 12 and 13 of K-ras and codon 600 of BRAF.

Methodology: DNA from 190 colorectal tissue samples was analysed using the
RanplexCRC Array. This assay combines probe hybridisation, ligation, probe-pair
amplification and biochip array hybridisation, to generate a sensitive and specific
mutation profile of the tissue. Biochips spatially separate multiplex amplicons onto
discrete test regions (DTRs), through hybridisation to a tethered capture probe, each
representing a specific mutation or wild-type sequence. Chemiluninesecent detection
defines hybridisation in each DTR, through analysis with the Evidence Investigator
analyser.

Results: From 190 colorectal DNA samples analysed, 93 represented matched normal
and tumour tissue. 22% of tumours (21/95) exhibited mutations in K-ras and 7 %
(7/95) carried a BRAF mutation. The remaining 71% were confirmed as wild type
in these regions for both genes. 3% (3/95) of normal tissue also presented with a
K-ras mutation. Five different mutations within K-ras were observed G12D, G12V,
G128, G12C and G13D. Multiple K-ras mutations were found in three samples. For
comparison, 25 samples (19 K-ras positive and 6 wild type) were screened for only
K-ras mutations using a commercially available assay. 100% correlation with the
RanplexCRC Array was observed. The commercial assay also confirmed the presence
of K-ras mutations in the 3 “normal” tissue samples but failed to discriminate multiple
K-ras mutations.

Conclusion: These findings demonstrate applicability of this biochip assay to
simultaneously detect specific K-ras and BRAF mutations in a single reaction in
colorectal tissue. Results compare favourably with another commercial kit, which
requires multiple uniplex reactions per sample to complete analysis. The RanplexCRC
Array can also identify multiple mutations in a sample, which cannot be differentiated
by the commercial assay. Furthermore RanplexCRC is open to increased multiplexing.
This is important as 40-60% of patients with wild type K-ras (codons 12 and 13) status
fail to respond to anti-EGFR therapy. Presence of additional markers therefore might
help optimise the selection of candidate patients to receive anti-EGFR treatment.

Development of a Luminex® Microsphere-Based Assay for the
Quantitative Measurement of hCG and hCGp in Serum

S. R. Clinton', T. B. Martins?, D. G. Grenache'. 'University of Utah
School of Medicine, Department of Pathology, Salt Lake City, UT, ’ARUP
Institute for Clinical and Experimental Pathology, Salt Lake City, UT,

Background: Human chorionic gonadotropin (hCG) is a dimeric glycoprotein
hormone composed of noncovalently associated alpha and beta subunits and
normally secreted by placental syncytiotrophoblasts during pregnancy. hCG can
also be produced by some malignancies such as trophoblastic and germ cell tumors,
both of which may secrete only the free beta subunit (hCGp). In the United States,
commercially available hCG assays determine a total hCG concentration and none
provide quantitative measurements of specific hCG variants. The objective of this
study is to develop a multiplexed assay to specifically quantify hCG and hCGp,
separately, in serum.

Methods: Two different monoclonal antibodies with specificity for hCG or hCGp
were coupled to two different sets of Luminex microspheres. A third monoclonal
antibody with specificity to a common epitope on hCG and hCGp was labeled with
phycoerythrin. WHO Reference Reagents for hCG, hCGp, nicked hCG (hCGn), and
nicked free beta subunit (hCGPn) and WHO International Standards for the free alpha
subunit (hCGa), luteinizing hormone (LH), follicle stimulating hormone (FSH), and
thyroid stimulating hormone (TSH) were reconstituted in phosphate buffered saline
(pH 7.4) containing 1% bovine serum albumin. For all reactions, 100 uL of sample
diluted into 20% hCG-free serum was incubated with 30 pL of microspheres for
30 minutes. After washing, 100 pL of PE-labeled reporter antibody was added and
incubated for 30 minutes. After a final wash, the median fluorescence intensity of the
reporter was determined using a Luminex 100 instrument.

Results: The analytical measuring range for hCG and hCGp was 1-780 and 12-
3,000 pmol/L, respectively. There was no recognition of hCG by the anti-hCGp
labeled microspheres. The anti-hCG labeled microspheres demonstrated 0.5% cross-
reactivity with hCGf. Analytical specificity was assessed by recovery experiments.
For the anti-hCG labeled microspheres, there was no interference from hCGa (<100
IU/L), LH (<10 TU/L), FSH (<500 IU/L) or TSH (<500 mIU/L) but hCG recovery
was 111-125% in the presence of 100-500 TU/L LH and 25,000 pmol/L hCGpn.
The greatest hCG recoveries were observed with hCGn (137-257% at 250-25,000
pmol/L). For the anti-hCGp labeled microspheres, there was no interference from
hCGa (<100 IU/L), LH (<500 IU/L), FSH (<500 IU/L), or TSH (<500 mIU/L). hCGn
at 250, 2,500, and 25,000 pmol/L produced an hCGp recovery of 112, 149, and 302%,
respectively. The greatest hCG recoveries were observed with hCGpn (145-1,077%
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at 250-25,000 pmol/L).

Conclusion: The Luminex method described here enables the simultaneous
measurement of hCG and hCGP in serum with high sensitivity. Specificity
assessments using samples with hCG variants and related pituitary glycohormones
display no to minimal interference, even at concentrations in excess of those expected
physiologically. Cross-reactivity with certain hCG variants is noted but is not
unexpected as these are derived from intact hCG. In addition to having advantages
over traditional methods, this multiplex assay format can serve as a foundation for
an even broader panel by including other biomarker-specific microspheres. Further
validation is needed to assess the clinical utility of this method for the quantitation of
hCG and its variants in individuals with trophoblastic disease and germ cell tumors.

Remodeling of extracellular matrix in early recurrence of superficial
bladder cancer

A. E. Stanciu', G. Gluck?, L. Neagoe?, M. Stanciu’, 1. Sinescu?. /Institute of
Oncology Bucharest, Bucharest, Romania, *Center of Urological Surgery,
Dialysis and Renal Transplantation, Fundeni Clinical Institute, Bucharest,
Romania, 3University "Politehnica” of Bucharest, Bucharest, Romania,

Background: Urinary bladder cancer is an insidious disease showing a high rate of
recurrence, often in association with more aggressive and invasive tumors. Regular
follow-up of patients is thus essential. Matrix metalloproteinases (MMPs) are
important mediators of cancer progression and invasion. Also, the balance of MMPs
and their specific inhibitors (TIMPs) is considered an important regulation of tumor
metastasis and therefore, a disruption of this balance, in favor of gelatinase activity,
may result in tumor growth, invasion and metastasis. The study aims to explore the
clinical significance of MMP-2, MMP-9, TIMP-2 and the MMP-2/TIMP-2, MMP-9/
TIMP-2 ratios in the detection and progression of the early recurrences during the
follow-up of superficial bladder tumors.

Methods: We collected urine from 75 patients (59 males, 16 females) with superficial
bladder tumors (pTa and pT1), continuously monitored during 16 months. Urinary
cytology and quantitative MMP-2, MMP-9, TIMP-2 were measured from the same
voided urine sample, collected before the first transurethral resection (TURB) and
before each follow-up cystoscopy. The urine sediment was used for cytology and the
supernatant for estimation of MMP-2, MMP-9 and TIMP-2 by ELISA. We compared
the results with the recurrence status and with the tumor characteristics in the case of
disease relapse. Cystoscopy was done for all patients as the reference standard for the
identification of bladder cancer. The biopsy of any suspicious lesion was performed
for the histopatological examination.

Results: During the follow-up, we performed 131 cystoscopies and 63 of them
were positive for 29 patients. Positivity rates and median levels for MMP-2, MMP-
9, TIMP-2, MMP-2/TIMP-2 ratio and MMP-9/TIMP-2 ratio showed a significant
difference between patients with reccurence and those without reccurence (p < 0.01).
Median levels of MMP-2, MMP-9 and MMP-2/TIMP-2, MMP-9/TIMP-2 ratios were
respectively increased by 4.98-fold, 6.84-fold, 40.2-fold and 54.69-fold, in the group
with reccurence as compared with the group without reccurence. On the other hand,
in the recurrence group, the TIMP-2 levels were by 7.83-fold lower than those in the
group without reccurence (p < 0.01). The sensitivity and specificity of the MMP-2/
TIMP-2 ratio (98.23% and 87.52%) and MMP-9/TIMP-2 ratio (100% and 93.2%) in
the detection of the recurrences during the follow-up of superficial bladder tumors are
higher than those of the urinary cytology (68.3% and 91.04%).

Conclusions: The disease recurrence influences the extracellular matrix (ECM)
remodeling, by increasing serum levels of MMP-2, MMP-9 and decreasing TIMP-2.
Therefore, measuring the MMP-2/TIMP-2 and MMP-9/TIMP-2 ratios in superficial
bladder tumor recurrences seems to be a more accurate reflection of the ECM
remodeling as than measuring the absolute level of the corresponding proteases.
Urinary TIMP-2 level was lower in the group with recurrence as compared with the
group without recurrence, indicating that the mechanism of tumor invasion is based
on the downregulation of TIMP-2 with abundant activated MMP-2 and MMP-9.
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Exploratory study using comprehensive next-generation sequencing
on DNA from FFPE tumor tissue comparing KRAS, EGFR and
BRAF gene mutation results with reference laboratory genotyping
assays

J.A. Curran', J. Ross?, D. Lipson', R. Yelensky', M. Jarosz', A. Parker', C.
Sheehan?, F. Juhn', Z. Zwirko', K. Brennan', T. Bloom', S. Downing', M.
Cronin'. 'Foundation Medicine, Cambridge, MA, *Department of Pathology
and Laboratory Medicine, Albany Medical College, Albany, NY,

Background: Next-Generation Sequencing (NGS) has entered the clinical laboratory,
although most current NGS offerings translate existing Sanger sequencing tests for
germline mutations to the newer technology. In these instances, average sequence
coverage of 30-40-fold over the target is sufficient since sensitivity demands are
modest (50% allele frequency detection). For somatic cell (tumor) genetics, average
sequence coverage must be much deeper, on the order of 100s-fold, to provide >99%
detection power for minor mutant alleles in tumor DNA. Here we report initial results
from an exploratory comparison of a comprehensive NGS-based mutation analysis
for 189 cancer-related genes and 34 pharmacogenetic markers with standard reference
laboratory genotyping assay assignments for EGFR, KRAS and BRAF mutations.

Methods: Specimens were routinely fixed, paraffin-embedded surgical resections,
core needle biopsies, or fine-needle aspirates of varied age and tissue type. Each
patient sample had been previously tested for a KRAS, EGFR or BRAF mutation
by a clinical reference laboratory. DNA extracted from eighty-five specimens using a
column-based method was passed through to the assay process. Where possible 200
ng of each sample was used to construct a sequencing library. Targeted sequences
(3,230 exons and 37 introns of 223 genes) were hybrid-selected using published
methods and sequenced on the Illumina HiSeq2000 platform. Illumina base calls were
processed through a newly designed automated analysis pipeline based on a Bayesian
approach to generate mutation profiles. NGS results were assessed for agreement with
previously reported results.

Results: Exploration of those test results that met our analysis criteria of 100X average
coverage showed very high concordance between the two testing modalities. Of the 70
test results, 67 (96%) were found to be in complete agreement. The automated NGS-
mutation detection algorithm required refinement to enable automatic detection of a
9-bp EGFR insertion that was reported by the reference laboratory. A KRAS G13D
variant was present at 60% frequency but erroneously quality filtered. Refinements
to the automated calling algorithm subsequently resulted in agreement on KRAS
mutation assignment. Of note among test results, NGS identified a BRAF V600K
dinucleotide substitution reported by the reference laboratory as a mononucleotide
V600E mutation. In summary, automated mutation calling from NGS data confirmed
reference laboratory test results with high concordance, while highlighting one case
(BRAF V600K) that likely represents superiority of mutation detection using NGS.

Conclusions: Our results indicate the feasibility of creating a comprehensive, high
sensitivity NGS-based mutation detection assay for a large, defined gene set using
routinely collected FFPE tissues. This approach is valuable as it allows consolidation
of the growing number of single-gene IVDs for clinically important cancer mutations
into a single, high quality, comprehensive test. We suggest that clinical-grade next-
generation sequencing should be implemented routinely in all oncology clinical trials,
and will ultimately become the standard of care for cancer patients.

Peptide selection and optimization of parameters for a candidate
mass spectrometry reference method for measuring prostate specific
antigen (PSA) in human plasma.

S. A. Trushin', E. W. Klee!, O. P. Bondar', M. K. Goodmanson', R. J.
Singh', L. Anderson?, G. G. Klee'. ‘Mayo Clinic College of Medicine,
Rochester, MN, *Plasma Proteome Institute,, Washington, DC,

Background: PSA immunoassays are widely used, but there are differences among
these assays related to antibody specificity and assay standardization. A serum
reference method using peptide mass spectrometry (MS) could help standardize and
harmonize assays. However, current MS assays are not sensitive enough to measure
low blood levels of PSA and there are multiple circulating metabolic forms of PSA.
Multiple factors must be considered for the development of a candidate reference
method if it is to be used to harmonize existing assays, such as target peptides,
reference standards, specificity of antisera used for immuno-extraction, and extraction
efficiency and trypsin digestion.

Methods: PSA peptides were selected to provide broad coverage of the molecule to
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insure that most circulating PSA fragments will be detected. The peptides also needed
good MS signals and low probability of post-translational modifications which would
alter the charge/mass signal. MRM transitions and LC conditions were optimized for
five target candidate peptides (Table 1) and dose response curves were established
on API 5000 spectrometer. Isotopically labeled internal standards were synthesized.
Potential anti-PSA antisera for extraction were mapped to the ISOBM epitopes and
cross-indexed to the antibodies used by commercial PSA immunoassays. Western
blotting and silver staining were used to evaluate the efficiency of immuno-extraction
and trypsin digestion of PSA.

Results: Five target candidate peptides of PSA were selected for analysis with
minimum PSA detection level from 1.2 fmoles (LSE) to 22 fmoles (HSQ). Efficiency
of PSA immuno-extraction from human plasma was in the range 98-99%. Efficiency
of PSA trypsin digestion was higher than 90% as determined by silver staining and
western blotting.

. AA Sequence [Native peptide  [Stable isotope- [SOBM
Peptide o\ . .
PSA sequence # transition transition epitope #
LSEPAELTDAVK N o 41
LSE 1 al02-113 636.877/943.48  |639.97/949.5 a2 8691
IVG_1 [VGGWECEK 539.54%%/865.35 [543.9*/868.4 i
- aal-9 aa3-11
[FMLCAGR 3
FML _1 427.9%'/576.3 432.687/586.4 |aal58-
aal71-177 163
FLRPGDDSSHDLMLLR - - # 1
FLR 1 086101 625.05°/645.4  |628.6°/652.6 2286-01
HSQPWQVLVASR . . 46
HSQ 1 al0-21 704.8%/1055.6  [707.6*"/1061.7 aa3-11

Conclusion: With this strategy the development of a candidate reference method for
PSA in serum looks feasible. The utility of this assay for harmonizing existing PSA
assays awaits further trials.

Biomarker Discovery for Early Detection of Hepatocellular
Carcinoma in Hepatitis C Infected Patients

G. M. Mustafa', J. R. Petersen', J. Hyunsu', L. Cicalese', N. Snyder?, C.
Elferink'. 'University of Texas Medical Branch ,Galveston, Galveston, TX,
’Kelsey Seybold Clinic., Houston, TX,

Background: Hepatocellular carcinoma (HCC) is the most common type of primary
liver cancer and ranks sixth among cancers as a cause of death worldwide. The
projected rise in the new HCC cases in the US is due mainly to latent hepatitis C virus
(HCV) infections in the general population with the onset of HCC coming several
decades after initial infection. The poor prognosis of HCC is primarily due to the
disease being diagnosed at a late stage making successful therapeutic intervention
difficult, if not impossible. Early diagnosis is important for the successful treatment by
ablation, resection, and/or transplant. Although alpha-Fetoprotein (AFP) is routinely
used for screening, it is often normal or indeterminate in early cancer cases. Other
screening modalities for early HCC detection are variously inaccurate, expensive or
potentially dangerous. Therefore a sensitive and specific facile screening modality for
early detection of HCC would provide significant clinical benefit.

Methods: In this study two distinct proteomics methodologies were used to profile
and identify potential serum based biomarkers suitable for early HCC detection.
All patients choosen are HCV RNA positive but are free of co-infection with HIV
and HBV, and a history of low alcohol consumption negating potential confounding
covariant risk factors. The HCC status in patients was verified histologically,
had AFP>400 ng/mL, or fit AASLD radiographic criteria for HCC. A serum
prefractionation strategy using an aptamer-based technology (Bio-Rad) functioned to
compress the serum protein dynamic range without affecting the complexity of the
serum peptidome. The prefractionated serum was further resolved using 2D-DIGE
and the fluorescent signatures captured using GE Typhoon Trio Imager. Precancerous
(HCV) and cancerous (HCC) profiles were compared using DeCyder and statistically
significant peptide signatures selected for further analysis. The alternative strategy
involved serum prefractionation using the Biofluid Analytical Platform to recover the
low molecular weight (LMW) serum peptidome (<20kDa) suspected of harboring
metabolites and degradation products reflecting HCC, followed by O'"/O' stable
isotope labeling, a quantitative MS-based proteomics technique that separates
individual peptides on the basis of a 4 Dalton m/z change.

Results: The HCV and HCC samples labeled with cy3 and cy5, combined with an
internal standard (mixing equal amounts of all HCV and HCC samples labeled with
cy2), and separated on 2D-gels revealed 23 differentially expressed protein spots that
met selection criteria with a statistical significance of p<0.05 at a threshold of 1.5-fold
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change. The identified proteins showed >2.0 fold increase/decrease in expression in
HCC patient samples relative to HCV patient samples. MALDI-tandem MS and LC-
tandem MS were used to identify the proteins. For the LMW peptidome, the ratio of
O (HCV) and O (HCC) labeled tryptic digestion products were analyzed using
nano LC-MS/MS to determine the quantitative changes in peptide abundance and
obtain peptide sequence information.

Conclusion: The two proteomic strategies employed have identified multiple serum-
based candidate biomarkers with the potential to discriminate between precancerous
and HCC and will be evaluated for their capacity to function as biomarkers for early
detection of HCC in at risk patient.

Ouabain Targets Unfolded Protein Response for selective killing
HepG2 cells during Glucose Deprivation

T. Ozdemir, R. Nar, V. Kilinc, H. Alacam, O. Salis, A. Duzgun, S. Gulten,
A. Bedir. Ondokuz Mayts University, Samsun, Turkey,

Background: Glucose deprivation is a cell condition that occurs in solid tumors
and activates the unfolded protein response (UPR). 2-deoxyglucose (2-DG), a
hypoglycemia-mimicking agent, is a synthetic glucose analogue that inhibits glycolysis
and blocks cell growth. 2-DG can also cause inhibition of protein glycosylation,
thereby altering protein folding within the ER and inducing ER stress. Ouabain is a
cardiotonic steroid and specific inhibitor of the Na*/K*-ATPase. Previous studies have
shown that there might have been some roles of ouabain on apoptosis in human liver
carcinoma cells. In addition to this, the relationship between ouabain and UPR is not
exactly known. Therefore, we studied the possible effects of ouabain on proliferation,
apoptosis and UPR on HepG2 cells. Here, we show that ouabain modulates UPR
transcription program and induce cell death in glucose-deprived tumor cells.

Methods: HepG2 cells were cultured overnight in 96-well plates (5 x 10° per well)
and then treated with various concentrations of ouabain ranging from 0,75 to 75 nM in
the absence or presence of 10 mM 2-DG for 48 hours. We also measured quantitatively
expression levels of Grp78, Grp94, CHOP, XBP-1, MTIJ-1, Cav-1, HKII, MDR-1,
MRP-1, HO-1, Par-4 by RT-PCR. PCR-RFLP was also performed to determine IRE1
activity. Cell number, viability and proliferation of HepG2 cells were monitored by
real time cell analyzer system (xCELLigence, Roche, Germany).

Results: Ouabain at all concentrations did not cause cytotoxicity whereas they were
very effective under 2-DG stress conditions, as evidenced by real time cell analysis
based on electrical impedance signal. 0,75 and 7,5 nM ouabain have the reducing
effects on chemoresistance, as suggested by down-regulated MDR-1 expression
compared with control. CHOP expression was down-regulated at all concentrations
compared with control under glucose deprivation. Although 75 nM ouabain alone
induced Grp78 expression, paradoxically, it effectively suppressed 2-DG-induced
Grp78 induction, thereby sensitizing HepG2 cells to cytotoxicity. Interestingly, when
combined with 2-DG, ouabain decreased both HKII and HO-1 expressions as opposed
to 2-DG alone. Par-4 was up-regulated dose-dependently by ouabain alone and it was
more pronounced when combined with 2-DG, thereby possibly inducing apoptosis.
We also showed that ouabain alone or combined with 2-DG dose-dependently
inhibited XBP-1 mRNA splicing.

Conclusions: We revealed that ouabain is not a typical UPR inducer as well as 2-DG
and can sensitize HepG2 cells to cytotoxicity or apoptosis under glucose deprivation
conditions. Our findings show that disrupting the UPR during glucose deprivation
could be an attractive approach for selective cancer cell killing and could provide a
chemical basis for developing UPR-targeting drugs against solid tumors. Ouabain use
as an adjunct to conventional cancer therapy also warrants vigorous investigation.

Quantitative and Qualitative Fecal Immunochemical Blood Tests:
Prospective Comparison of Specificity and Precision

D. T. Meier, S. Wurster, N. K. Myhre, A. K. Saenger, D. A. Ahlquist, A. S.
Jaffe, B. S. Karon. Mayo Clinic, Rochester, MN,

Background: Increasingly, fecal immunochemical tests (FITs) are used to detect
occult blood in stool as an approach to colorectal cancer (CRC) screening. Various
types of FIT are available commercially. While the reliability and program costs of FIT
screening for CRC depend, in part, on test precision and specificity, few comparative
data are available on these metrics for quantitative and qualitative methods.

Objective: To prospectively assess and compare analytical precision and clinical
specificity for quantitative and qualitative FIT methods.

Tuesday, July 26, 10:00 am — 12:30 pm

Methods: Polymedco FIT methods (Cortlandt Manor, NY) were selected for this
study including the semi-automated quantitative OC-Micro and the qualitative OC-
Light. For the quantitative FIT, precision was assessed using manufacturer-provided
QC material (intra- and inter-assay) and spiked fecal samples (inter-assay). Linearity
and hook-effect studies utilized positive, spiked fecal samples serially diluted
with negative fecal samples. Stability was assessed at ambient and refrigerated
temperatures using 10 positive patient samples. For the qualitative FIT, two different
technologists blindly interpreted subjective results for the precision studies. To
assess clinical specificity, 723 asymptomatic patients between the ages of 45-85 with
a normal colonoscopy in past 3 years were consented. Each participant collected a
single stool from which samples for both types of FITs were evaluated according
to manufacturer’s instructions. A fecal hemoglobin concentration greater than 100
ng/mL (FDA approved cut-off for CRC screening) was considered positive for the
quantitative FIT, and a visible band on the reading strip was deemed positive for the
qualitative FIT (manufacturers claimed detection limit = 50 ng/mL Hb).

Results: Precision of the quantitative FIT with QC material (n = 20) produced 100%
concordance of negative or positive interpretations. Spiked fecal samples produced
22.4%, 21.1% and 17.6% CVs at mean concentrations of 100, 176, and 937 ng/
mL hemoglobin, respectively. The cutoff of the qualitative FIT was challenged at
40 ng/mL Hb (20/20 negative results), 47 ng/mL (17/20 negative results), and 60
ng/mL (20/20 positive results). Linearity of the quantitative FIT was demonstrated
over the range of 46 to 1019 ng/mL Hb (y = 2.75x + 17.45; 1> = 0.9887). A hook
effect was observed in extremely high fecal Hb samples (>800 ng/mL); therefore,
only a qualitative interpretation should be provided in this range. Manufacturer-
claimed stability of 8 days ambient or 14 days refrigerated was verified using positive
specimens, and % differences from baseline were <17%. Clinical specificity for the
quantitative FIT at the designated cutoff of 100 ng/mL Hb was 97.4% compared to
92.3% for the qualitative FIT (p <0.01).

Conclusion: Precision, analytical sensitivity, and clinical specificity by the
quantitative FIT (OC-Micro) were high. As the qualitative FIT (OC-Light) had lower
specificity and the potential to yield more false positives, the quantitative FIT may be
more suitable for CRC screening.

Targeted Proteomic Analysis of Predictive and Prognostic Breast
Carcinoma Biomarkers by Multiplex Immunoassay of Tissue
Homogenates

F. G. Strathmann, G. S. Baird. University of Washington, Seattle, WA,

Background: While morphologic examination remains the cornerstone of pathologic
tissue diagnosis, determining the quantities of biomarkers in tumor tissue often
provides additional prognostic and predictive information no gleaned by morphologic
examination alone. Specifically, the concentrations of proteins on the surface
(i.e. HER2) and in the nuclei (i.e. estrogen receptor) of breast carcinoma cells can
predict patient survival and response to targeted therapies. As recent studies have
shown disturbingly frequent molecular misclassification of breast cancer patients
by traditional methods, improved diagnostic methods are needed. To examine the
feasibility of a targeted proteomic approach for breast carcinoma classification, the
concentrations of prognostic and predictive biomarker proteins in homogenates of
resected tissue samples were correlated with immunohistochemical methods.

Methods: Protein from fresh/frozen resected breast carcinoma tissue samples was
extracted from 3x10uM sections by disruption in a commercial protein extraction
buffer. Protein biomarkers were quantitated with Novagen® WideScreen bead-based
immunoassays on a Luminex-200 instrument. Results were normalized to homogenate
total protein concentration as determined by a standard BCA assay.

Results: In breast carcinoma biopsy samples, we found a bead-based immunoassay
for HER2 and Progesterone Receptor (PR) concentration performed on tissue lysates
can classify HER2 and PR overexpression, as the IHC and quantitative scores
compared well (Figure 1; HER2 IHC-2+ samples were negative by FISH).

Conclusions: These results provide promising data for the application of bead-
based immunoassays in the classification of human breast carcinoma as adjuncts,
or possibly replacements, for less discerning methods. The entire assay, from pre-
analytical specimen preparation to multiplex immunoassay analysis, is amenable to
automation, indicating that some currently manual anatomic pathology diagnostic
practices could be performed in the automated clinical laboratory. While this current
assay utilized unfixed tissue, the same approach is compatible with formalin-fixed,
paraffin-embedded tissue (Strathmann et al., AACC 2010, #D-145) and development
of this method is ongoing to include other interesting analytes.
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In SILICO Quantitative Evaluation of Biomarkers for the early
Detection of Pancreatic Cancer

D. Bach, D. Chan, Z. Zhang. Johns Hopkins, Baltimore, MD,

Background: Pancreatic cancer is one of the most deadly cancers with 5-year survival
rate of about 5%. Despite the thousands of biomarker candidates reported in the literature,
only CA19-9 is cleared by the FDA for clinical use. In this study, we developed an In
SILICO approach to evaluate pancreatic cancer biomarkers in the literature using a set of
quantitative criteria for selecting biomarkers for further validation.

Methods: PUBMED database was searched for articles using the terms “pancreatic
cancer or pancreatic neoplasm or PANIN, or pancreatic adenocarcinoma”, combined
with “proteomic or biomarker or sensitivity or fold”. Information extracted included:
sample size, population characteristics, cell lines, assay type, sensitivity, specificity,
area under ROC curve, and fold changes in protein or mRNA. A weighted scoring
system based on fold changes, number of studies, and cohort characteristics was
developed to rank and select biomarkers.

Results: We compiled a biomarker database with over 8000 entries from over 550
studies, including 2309 unique mRNAs and 1716 unique proteins. In the figures, the
top ranked candidate biomarkers were plotted according to their average expression
fold change and number of publications (left) or their performance (sensitivity,
specificity) in clinical samples and the aggregated study sample size (circle diameter)
(right). Among the candidates, the ten top-ranked biomarkers showed average
expression fold changes of (26), number of cited papers (20), sensitivity (74%),
specificity (86%) and samples size of (150), compared to the average fold changes
of (7.7), cited papers (3.3), sensitivity (68%), specificity (82%), and sample size of
(185) for all candidates.

Conclusion: We developed an In SILICO, quantitative approach to evaluate pancreatic
cancer biomarkers in the literature and identified (CA 242, S100p, CEACAMI,
SC6, MIC1, MUCS5AC, S100A4, TPS, PSCA, and VEGFA) as biomarkers with the
highest potential for validation studies to further characterize their utility for the early
detection of pancreatic cancer.
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Assessment of an ELISA for Chromogranin A in Serum Absent of the
High-Dose Hook Effect Observed in Other CgA Immunoassays

J. A. Erickson', D. G. Grenache?. "ARUP Institute for Clinical and
Experimental Pathology, Salt Lake City, UT, *University of Utah School of
Medicine, Department of Pathology, Salt Lake City, UT,

Background: Chromogranin A (CgA) is a 49 kilodalton protein found in the secretory
granules of neuroendocrine cells. CgA functions as a prohormone containing
multiple sites for endopeptidases that cleave CgA into several functional peptides
including vasostatin I and II, prochromacin, pancreastatin and catestatin. The serum
concentration of circulating CgA has been demonstrated to be a useful marker for the
detection and monitoring of neuroendocrine tumors. During routine testing of human
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sera using a CgA ELISA (Alpco Diagnostics, Salem, NH) an apparent, high-dose
hook effect was observed in approximately 15% of specimens. This was unexpected
given the sequential format of the assay. We hypothesized that a peptide(s) derived
from CgA that was present at a high concentration was responsible for the apparent
hook effect but Western blot investigations were inconclusive. Here we describe the
analytical performance characteristics the CisBio Chromoa™ CgA ELISA (CisBio
US Inc., Bedford, MA) that we validated as a potential replacement for the Alpco
assay. Of particular interest, was an assessment of the CisBio assay’s ability to
eliminate the problematic hook effect.

Methods: Serum CgA was measured according to the assay manufacturer’s testing
protocol. Performance characteristics, including analytical sensitivity, linearity,
imprecision, and analyte stability, were performed. The 95" percentile, non-parametric
reference interval was established from 150 healthy adult volunteers. Specimens
that produced the apparent high-dose hook effect were evaluated by a split-sample
comparison study using both assays. The project was approved by the University of
Utah’s Institutional Review Board.

Results: A limit of detection of 8 ng/mL was calculated by measuring 20 replicates of the
zero calibrator and adding three standard deviations to the mean. Linearity was determined by
dilution of a highly concentrated CgA serum pool with the assay diluent to create six samples
with expected concentrations ranging 14-670 ng/mL. Linear regression generated a slope=1.04,
intercept=18.09 and *=0.997. Within-run imprecision studies produced CVs of 6.8, 2.8 and
5.9% at concentrations of 32, 93, and 529 ng/mL, respectively (n=20 per concentration).
Between-run CVs were 8.6, 6.0 and 5.9% at 47, 337, and 663 ng/mL, respectively (n=15 per
concentration). CgA was stable at ambient temperature for a minimum of two days (aliquots
from three pools at 0, 4, 8, 16, 24 and 48 hours, 62+1.5, 157+5.3 and 409+14.7 ng/mL), and
stable at 4-8 °C for a minimum of 14 days (aliquots from three pools at 0, 2, 4, 7, 10 and 14
days, 60£1.8, 147+6.5, and 386+22.6 ng/mL). An upper non-parametric reference interval limit
at the 95" percentile was determined to be 95 ng/mL with no significant differences identified
by gender (p=0.49). CgA concentrations increased slightly but significantly with age (*=0.083,
p=0.0024) but the increase is clinically insignificant. Specimens (n=24) showing the apparent
high-dose hook effect utilizing the Alpco ELISA did not exhibit the phenomenon when
measured using the CisBio ELISA.

Conclusions: The CisBio Chromoa CgA ELISA demonstrates acceptable performance
for quantifying CgA in human serum. The apparent high-dose hook effect exhibited in
other CgA assays was not observed using the CisBio CgA ELISA.

Autoantibody Signatures as Biomarkers to Distinguish Prostate
Cancer from Benign Prostatic Hyperplasia in Patients with Elevated
Serum PSA

D.J. O’Rourke', D. A. DiJohnson!, R. J. Caiazzo?, J. C. Nelson?, B. R. Reep’,
D. Ure®, M. P. O’Leary?, J. P. Richie?, B. C. S. Liv?. 'Brigham and Women's
Hospital and Northeastern University, Boston, MA, *Brigham and Women s
Hospital, Boston, MA, *Inanovate, Inc., Research Triangle Park, NC,

Background: Serum prostate specific antigen (PSA) levels lack the specificity to
differentiate prostate cancer from benign prostate hyperplasia (BPH), resulting in
unnecessary biopsies. We now report the identification of 5 autoantibody signatures to
specific cancer targets which might be able to differentiate prostate cancer from BPH
in patients with elevated serum PSA.

Methods: To identify autoantibody signatures as biomarkers, a native antigen capture
microarray platform was used. Briefly, well-characterized monoclonal antibodies
were arrayed onto nanoparticle slides to capture native antigens from prostate cancer
cells. Using the immobilized antigens as bait, autoantibodies from prostate cancer
patients and patients with BPH were isolated and probed. From experiments using an
initial set of over 500 cancer related antigens, a customized array containing 27 unique
antigens was further tested. Prostate cancer patient serum samples (n=41) and BPH
patient serum samples with a mean follow-up of 6.56 years (n=39) were obtained.
100ug of IgGs were purified and labeled with a Cy3 dye and incubated on the arrays.
The arrays were scanned for flluorescence and the intensity was quantified. Receiver
operating characteristic (ROC) curves were produced and the area under the curve
(AUC) was determined for the 27 antigens.

Results: Using the native antigen capture microarray platform, we found autoantibody
signatures capable of distinguishing between prostate cancer and BPH. The top 5
autoantibody signatures were found to react with TARDBP, TLN1, PARK7, PSIP1,
and CALD1. Combining these antigens resulted in an AUC of 0.95 compared to 0.50
for serum level PSA when differentiating between prostate cancer and BPH in our
cohort. In addition, the coefficient of variance between duplicate runs for a given
sample averaged 14.8%.
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Top Five AUC Values and Corresponding ROC Curves
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Conclusion: Our results showed we were able to identify specific autoantibody
signatures that can differentiate prostate cancer from BPH, and may result in the
reduction of unnecessary biopsies in patients with elevated serum PSA.

Proteomic Biomarkers for the Early Detection of Ovarian Cancer
Progression

M. A. Marzinke, Y. Tian, D. W. Chan, H. Zhang. Johns Hopkins Medical
Institutions, Baltimore, MD,

Background: Ovarian carcinoma is a highly metastatic disease rarely detected during
early stages of cancer progression, resulting in very poor survival. A cascade of
molecular and morphological events results in uncontrolled cancer growth and ultimate
metastasis. These events can be monitored via time course studies. The purpose of this
work is to analyze these temporal changes in order to identify biomarkers that could
be used for the early detection of ovarian cancer progression. In this study, cultured
ovarian cancer cells were treated with growth modulators to mimic the cellular/
morphological events that occur during cancer cell proliferation and metastasis for
both biochemical and high-throughput mass spectrometry/proteomic analyses.
Methods: The human serous OVCAR-3 cell line was originally derived from the
malignant ascites of a patient with ovarian adenocarcinoma. Cells were treated with
EGF or the growth inhibitor LY294002 for 12 and 48 hours. To assess biochemical
changes, immunoblotting for Akt-phosphorylation was performed. For phenotypic
analysis, MTT proliferation assays were conducted. Tryptic peptides from cell lysates/
cultured media were iTRAQ-labeled for quantitative analysis using the 2D-LC-
MALDI-TOF/TOF and LC-ESI-LTQ-OrbiTRAP mass analyzers.

Results: Akt-phosphorylation was upregulated in the presence of EGF at 12h
(Fig. A) and potentiated at 48h (Fig. B). Treatment with LY294002 abolished
Akt-phosphorylation (Fig. A-B). Proliferation analysis did not show increases in
proliferation at 12h under any treatment condition (Fig. C) However, MTT intensity
showed a 1.7-fold increase in MTT activity in 48h EGF-treated cells; there was a 2-fold
decrease in proliferation in the presence of LY294002 (Fig. D, p<0.01 as compared
to vehicle). Subsequently, cellular and secretory expression profiles were analyzed by
LC-MS/MS to assess protein candidates of ovarian cancer hyperproliferation.
Conclusion: These data demonstrated that the proposed OVCAR-3 model could be
used to measure biochemical/proteomic changes over time. Biomarkers associated
with these temporal changes may be valuable for the early detection of ovarian cancer
progression.
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XRCC1 399 Arg>Gln (28152G>A) variation correlates with
deterioration in Quality of Life induced by radiotherapy in prostate
cancer patients

A. G. Sofronescu, D. T. Marshall, Y. Zhu. Medical University of South
Carolina, Charleston, SC,

Background: It is estimated that there were over 200,000 new prostate cancer (PCa)
cases diagnosed in the U.S. in 2010 and approximately 48% of patients diagnosed
with PCa received some form of radiotherapy for their initial treatment. However,
some patients develop severe adverse radiotherapeutic effects (ARESs), such as severe
lower urinary tract irritation, erectile dysfunction, or rectal bleeding, ulceration or
dysfunction. Factors associated with AREs have not been well defined, although
some genetic and non-genetic variables have been implicated. X-ray repair cross
complementing protein 1 (XRCCl1) is one of enzymes involved in DNA repair. A
previous study has shown that XRCC1 399 Arg>Gln (28152G>A) is associated
with increased risk of radiation-induced late injuries in breast cancer patients. The
objective of this study is to identify a potential association between XRCC1 399
Arg>Gln (28152G>A) and deterioration in Quality of Life (QoL) due to urinary
symptoms caused by radiotherapy in patients with PCa.

Methods: A cohort of 67 PCa patients treated with radiotherapy was observed for
one year following the treatment. The QoL due to urinary symptoms was assessed by
grading urinary conditions using the following scores recommended by the American
Urological Association: 0, delighted; 1, pleased; 2, mostly satisfied; 3, mixed; 4,
mostly dissatisfied; 5, unhappys; 6, terrible. It was considered a deterioration in QoL if
a patient’s baseline score before treatment was less than or equal to 3, but greater than
or equal to 4 after treatment. Peripheral blood samples were used to isolate genomic
DNA. XRCC1 399 Arg>Gln (28152G>A) genotypes were determined using TagMan
SNP typing assay (Applied Biosystems). The association between deterioration in
QoL and XRCC1 399 Arg>Gln (28152G>A) was analyzed using two-sided Fisher’s
exact test. The differences were considered statistically significant if p < 0.05.

Results: In these 67 patients, 41 were wild-type (GG) and 26 were variant (GA + AA)
of XRCC1 399 Arg>Gln (28152G>A), and the frequencies of wild-type and variant
were 0.60 and 0.40, respectively. In the wild-type group, only one patient experienced
deterioration in QoL due to urinary symptom induced by radiotherapy, while in the
variant group, 8 patients had deterioration in QoL. The incidences of deterioration in
QoL were 0.024 and 0.307 in the wild-type and variant groups, respectively, and the
difference between these two groups were statistically significant (p = 0.0016).

Conclusion: Our data suggest that the variant genotype of XRCCI1 399 Arg>Gln
(28152G>A) is associated with a higher incidence of deterioration in QoL due to urinary
symptoms in patients with prostate cancer post-radiation treatment. Further studies are
needed to discover other genetic variations and non-genetic factors that are associated with
the risk of deterioration in QoL induced by radiotherapy in PCa patients.

Pepsinogen I and II: Applications in Gastric Cancer Patients
undergoing Surgery

Z.Gu!, P.Ni!, C. Qu!, X. Feng', T. YU?, Q. Fan'. 'Ruijin Hospital,
Shanghai Jiaotong University Medical School, Shanghai, China,
2Scientific Affairs, Abbott Diagnsotics Division, China, Shanghai, China,

Background: Gastric cancer is one the most prevalent malignancies in Northeast
Asia. Population screen using serum biomarker Pepsinogen I and II has improved
the earlier diagnosis in Japan and South Korea. While southern China has a relatively
lower incidence of stomach cancer comparing to Japan and South Korea, the clinical
application of pepsinogens (PGs) and its ratio was not reported in patients eligible for
surgical procedures.

Methods: A total of 121 patients with gastric caners were consecutively enrolled
from September 2009 until January 2010. Pre- and post-surgery (within 7 days of
surgery) serum pepsinogen I and II were measured using commercial reagents on
Architect i2000SR (Abbott Diagnostics, USA). Serum samples from an equal number
of age and gender matched patients undergoing gastric endoscopic check-up, who are
otherwise apparently healthy were used as pre-surgical normal controls. Mean age
of the cohort is 59.7 yrs (range: 21 to 85, median 63), and gender ratio is 59 male/62
female. All cases were pathologically classified with the majority in adenocarcinomas
(55%). Gastric lymphomas were excluded from this study. TNM staging was based
on both surgical exploration and pathology evidences. Patients opted for experimental
biologic treatment were recorded as exit from this study at the time they commence
the therapy.
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Results: Presurgical PG I is higher in male patients (82 vs 64 ng/mL, p=0.04), while
PG I/II ratio is lower when tumor is larger than Scm in size (4.5 vs 3.7, p=0.04). The
difference in presurgical PGs concentration and ratios are not statistically different
in terms of age (50 below and above), tumor sites, pathologic subtypes, degree of
differentiation, invasiveness and involvement of lymph nodes. Comparing to control
group, PG I at 55ng/mL has the AUC 0.645 (95% CT: 0.572-0.718) for diagnosing
the cancer; PG II at 12.6ng/mL has the AUC 0.77 (95% CI: 0.71-0.835). The result
is superior to CA724, another stomach cancer biomarker. One hundred ten patients
out of 121 went through surgical procedure, and post-surgical PG II level drops more
with statistic significance when tumor is lager and TNM stage is late (both p<0.01,
one-way ANOVA). Event-free survival and total survival at 6 months and 1 year post-
surgery favor cases with lower presurgical PG 1II level and less post-surgical drops
(P<0.05).

Conclusions: Serum PG levels provide prognostic value at both pre- and post-surgical
timepoints among patients with gastric cancer. Less drop of PG II after the surgery
may indicate better clinical outcome. Thus, PGs could not only be used as a biomarker
to identify the high-risk population for gastric cancer, but also in prognosis and post-
surgical risk stratification.

Comparison of urinary and serum HE4 as a Biomarker for Epithelial
Ovarian Cancer

C. Fermér!, M. Hellman', C. Hall', G. Barnes?, O. Nilsson'. /Fujirebio
Diagnostics AB, Gothenburg, Sweden, *Fujirebio Diagnostics Inc,
Malvern, PA,

Background: Survival of ovarian cancer is highly dependent upon stage of disease at
diagnosis and therefore there is an urgent need of improved methods for early detection.
Human epididymis protein 4 (HE4) is overexpressed in ovarian carcinomas and can be
detected in serum with high sensitivity and specificity (Cancer Res. 2003; 63:3695-700).
Hellstrom et al recently reported HE4 to be a urine marker for ovarian neoplasms (Cancer
Lett.2010;296:43-8) with improved sensitivity in early disease compared to HE4 in serum.
In the present study HE4 was measured in both serum and urine samples from EOC
patients and patients with benign disease to investigate if HE4 urine levels showed the
same or even better diagnostic performance as serum HE4.

Methods: Patient material: Urine and serum samples were analyzed from a
prospective study of 449 subjects with pelvic masses: 137 cases with EOC or low
malignant potential tumors (30 stage I/II, 74 stage III/IV, 21 LMP and 12 unstaged)
and 312 with benign gynecological disease. The clinical diagnosis of the patients
was surgically staged according to guidelines by the International Federation of
Gynecologic Oncology (FIGO). Analytical Methods HE4 was measured with HE4
EIA (Fujirebio Diagnostics, Inc.) and creatinine, used to normalize the HE4 levels,
was measured via colorimetric determination by the Jaffe Reaction.

Results: Analysis of receiver operator curve (ROC) for HE4 in urine normalized
for creatinine concentration for all cases demonstrated an area under the curve
(AUC) of 0.86 (95% CI = 0.82-0.90) with median values for benign and malignant
disease of 0.84 (Max/Min: 28.2/0.4) and 3.2 (Max/Min: 142.1/0.0) respectively.
The corresponding AUC for serum samples was identical to that of the ratio HE4/
urine with median values for benign and malignant disease of 58.2 pM (Max/Min:
1339/21.9) and 281.4 pM (Max/Min: 15146.5/29.4). No significant differences were
observed in AUCs for ROC curves with stage I/II cases vs. benign disease for HE4
in serum and urine. Overall the correlation between serum and normalized urine HE4
correlated well (r = 0.93) indicating that the glomerular filtration of serum HE4 in
large determines the HE4 concentration in urine.

Conclusions: This study demonstrated that HE4 in urine had the same diagnostic
performance as serum HE4 for diagnosis of ovarian cancer. In contrast to the study
by Hellstrom et al. the present study did not confirm that HE4 in urine would be more
sensitive than serum for detection of stage I/II disease. Urine may offer a convenient
and less harmful sampling procedure for the patient especially for repeated testing
over an extended time period to aid detection of cancer development early as well as
monitoring early therapy responses.
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Analytical performance of AccuPSA, a fifth-generation digital
immunoassay for prostate specific antigen

D. H. Wilson, G. Provuncher, D. Hanlon, L. Chang, L. Song, P. Patel, E.
Ferrell, J. Randall, C. Kan, T. Campbell, D. Fournier, T. Piech, B. Pink,
A. Rivnak, K. Minnehan, K. Gurkin, D. Rissin, D. Duffy. Quanterix
Corporation, Cambridge, MA,

Background: Measuring prostate specific antigen (PSA) in prostate cancer patients
following radical prostatectomy (RP) has been limited by the sensitivity of available
assays. Because radical prostatectomy removes the tissue responsible for producing
PSA, post-RP PSA levels are typically undetectable with current assay methods.
However, evidence suggests that more sensitive determination of post-RP PSA status
has the potential to improve recurrence prognosis, selection for secondary treatment,
and effectiveness of salvage treatment from more timely intervention. We report on
the analytical performance of AccuPSA™, an investigational digital immunoassay
with two logs greater sensitivity than today’s ultrasensitive third-generation PSA
assays. Potential utility of the test for precise measurement of PSA status in post-RP
patients is also demonstrated.

Methods: Reagents were developed for a paramagnetic bead-based ELISA for use
in high-density Single Molecule Arrays (SiMoA™). Individual anti-PSA capture-
beads with immunocomplexes and associated enzyme labels (beta-galactosidase)
were singulated within the microarrays and interrogated for presence of enzyme label.
Wells containing an enzyme immunocomplex convert substrate reporter molecules to
a fluorescent product, which becomes concentrated in the small microwell volume.
This permits imaging of wells containing single molecules of label with a CCD
camera. Poisson statistics predict that each well will contain either one PSA molecule
or no PSA molecules when the ratio of bound PSA per bead is much less than one.
Raw signal is recorded as “% active wells”, which is converted to “average enzymes/
bead” to correct for non-Poisson behavior at higher PSA concentrations. The output
is related to a standard curve and converted to a PSA concentration of the sample.
Analytical performance of the assay was characterized, its accuracy was compared
with a commercially available test, and longitudinal serum samples from 30 post-RP
patients were analyzed.

Results: Limit of Detection (3SD method) was estimated as 0.000028 ng/mL (0.028
pg/mL) across 20 experiments. Limit of Quantification, LoQ (PSA concentration at
20% measurement variation) was estimated over a six-week period as 0.000035 ng/
mL (0.035 pg/mL). Reproducibility was characterized over a 10-day period with a
panel of four prepared samples, the lowest of which was near the LoQ. Total CVs
(including within run, between run, between day) were 8.8, 8.4, 9.9, and 18.3% at
PSA concentrations of 51.5, 5.07, 0.99 and 0.04 pg/mL respectively. Linearity was
confirmed across the calibration range (0-100 pg/mL) per CLSI EP6-A, and recovery
in the absence and presence of endogenous interferences was within 10% of expected.
Accuracy was assessed by comparison to a commercially available equimolar PSA
method standardized with WHO reference material. Linear regression statistics across
48 serum samples were SiMoA = 1.01(Centaur) + 0.0025, R*> = 0.970 (standard error
0.53, Centaur range 0.41-13.56 ng/mL). All post-RP samples tested were well above
the assay LoQ. PSA nadir values following surgery were strongly predictive of five-
year biochemical recurrence-free survival.

Conclusion: The assay demonstrated a robust two-log advance in measurement
sensitivity relative to current ultrasensitive third-generation assays, and the analytical
performance required for a new enabling tool for highly accurate assessment of post-
RP PSA status.

Survivin mRNA levels in urine as a biomarker for bladder cancer

K. Nakatani', Y. Sakamoto?, K. Noma?, K. Yasuda?, H. Kise?, Y.
Sugimura', J. Nishioka?, T. Nobori'. ‘Mie University Graduate School of
Medicine, Tsu, Mie, Japan, *Mie University Hospital, Tsu, Mie, Japan,
$Yamamoto General Hospital, Kuwana, Mie, Japan,

Background: Survivin is one of the apoptosis inhibitor proteins and is rarely expressed
in adult normal tissues. However, survivin expression has been detected in various
tumors. In this study, we evaluated the usefulness of urinary survivin/glyceraldehyde-
3-phosphate dehydrogenase (GAPDH) ratio as a marker for bladder tumor.

Methods: Urine samples were obtained from 72 patients with bladder tumor, 36
with urinary tract inflammation as controls. Survivin and GAPDH mRNA expression
was measured by quantitative real-time PCR assay in urine cells. The GAPDH
housekeeping gene was used for normalization of survivin expression. We also
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analyzed survivin protein levels using urine samples and recombinant protein by
western blotting.

Results: High expression of survivin was confirmed on the protein level using urine
samples of bladder tumor by western blotting. Survivin/GAPDH mRNA ratios of
bladder tumor quantified by real-time PCR was significantly higher than those of
controls (p=0.001). In pathological stage of bladder tumor, survivin/GAPDH mRNA
ratio of pTis was significantly high compared with pTa and pT1 (p<0.001, p=0.001,
respectively). Grade3 tumors expressed high level of Survivin/GAPDH mRNA ratio
compared with Gradel and Grade2 tumors (p=0.03). The sensitivity, the specificity
and AUC of survivi/GAPDH mRNA ratio was 83.3%, 86.1% and 0.898, respectively.
Conclusion: Measuring survivin/GAPDH mRNA ratio in urine is non-invasive and
high sensitive examination. Therefore, survivin/GAPDH mRNA ratio is useful marker
for the detection of bladder tumor, especially to detect carcinoma in situ.

Relationship between % free prostate-specific antigen (%fPSA) and
prostate cancer biopsy results

G. Lobreglio, C. Gabrieli. 4.0. “Card G Panico”, Tricase, Italy,

Backgound: Screening based on prostate-specific antigen (PSA) may detect prostate
cancers with variable aggressiveness, which may require prompt treatment or
only active surveillance. Some prostate cancer biomarkers are associated with the
probability of cancer in the biopsy and with the tumour progression; theirs usefulness
for the choice of treatment, however, needs further studies.

Objective: To evaluate the correlation of % free PSA (%fPSA) with the positivity for
cancer of prostate biopsy and the tumour grade.

Methods: We did a retrospective analysis of 176 men (mean age + SD: 68 + 16 years)
who had undergone a prostate biopsy after a PSA-based screening and digital rectal
examination, and had both PSA and %fPSA results available; the concentrations of serum
PSA and %{PSA had been measured with a chemiluminescent microparticle immunoassay
(Abbott Diagnostics Division); the tumour grade was defined as Gleason scores.
Results: The mean serum concentration of PSA and %fPSA were 16 = 11 ng/ml and
18.7 + 13, respectively; prostate cancer was detected in 83 subjects (sensitivity: 47%);
significantly lower % fPSA was observed in patients with cancer at biopsy compared
with patients without cancer (8 + 7 vs 23 + 12 respectively; p <0.001); among patients
with cancer lower %fPSA was significantly associated with Gleason score > 6, p <
0.01 when compared with patients whose biopsy Gleason score was > 6.
Conclusions: Low levels of % fPSA are significantly associated with increased
probability of prostate cancer detected with PSA-based screening and with a higher
prostate cancer grade. Further analysis is necessary to assess the usefulness of this
marker in the decision making about the best treatment of prostate cancer.

Generation of oocyte-like cells from human hepatoblastoma cell line, HuH-6

C.Liu', Z. Ma? R. Liu!, Y. Lu'. 'Huashan Hospital, Shanghai Medical
College, Fudan University, Shanghai, China, *Shanghai Children’s
Hospital, Shanghai Jiao Tong University, Shanghai, China,

Background: Human hepatoma cell line, HuH6 cells can produce estradiol, but the
mechanism remains largely unknown.

Methods: For this study, HuH6 cells were cultured continuously for 2-6 weeks
without subculture to attain full confluence and a high cell density.

Results: In specific culture conditions, HuH6 generated spontaneously distinct small
round cells with a large nucleus-to-cytoplasm ratio, similar to primordial germ cells
(PGCs) in morphology. A subpopulation of the PGCs-like cells were alkaline phosphatase
(AP) positive, and expressed Oct4, Stellar, Vasa and DAZL, consistent with germ cells.

Interestingly, a small subpopulation of larger germ-like cells assembled with smaller
somatic cells suspended in the media (Figure 3A), similar to early ovarian follicles in
cell distribution patterns. The germ-like cells in the early follicle-like aggregates were
Oct4 positive, whereas the surrounding cells were Oct4 negative, which is consistent
with natural early follicles. In addition to oocytes, mammalian ovarian follicles
contain granulosa and theca cells, whose cooperation can synthesize estradiol. The
concentration of estradiol was increased with the extension of culture time, which
indicates the existence and functional activity of granulosa and theca cells in culture.
The key genes involved in estrogen biosynthesis, including steroidogenic acute
regulatory protein (StAR), P450 170-hydroxylase- 17/20 lyase (CYP17), and P450
aromatase were detectable in cultures.
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On further culture, the germ-like cells differentiated into oocyte-like large cells which
could grow up to about 60 pum and were enclosed in a coat resembling the zona
pellucida. Immunohistochemical staining for Vasa confirmed that the large oocyte-
like cells were of a germline lineage. Immunohistochemistry staining showed that
the oocyte-like cells expressed synaptonemal complex protein 3 (SCP3), suggesting
that these cells were entering meiosis. The results of RT-PCR showed that oocyte-
related markers, including zona pellucida (ZP, including ZP1, ZP2, and ZP3), Vasa,
growth differentiation factor (GDF9), and meiotic markers (SCPland SCP3) can be
detectable in cultures.

Conclusion: The HuH6 cells could give rise to PGCs-like cells, follicle-like structures
and oocyte-like cells, thereby demonstrating that these cells actually have the potential
of germline cells in vitro. The data may address why the cell line can produce estradiol.
Furthermore, the spontaneous germ-line potential of human hepatoblastoma cell line,
Huh6, indicated that there are a possible link between tumors and germ cell formation.
The findings may provide new insights into tumor biology, diagnosis and therapy.

Separation and characterization of different isoform populations of
PSA from seminal fluid

S. Packer!, A. Lines', M. Dwek?, O. Clarke?, R. Edwards®. 'Scipac Ltd,
Sittingbourne, United Kingdom, *University of Westminster, London,
United Kingdom, 3Netria Ltd, Sittingbourne, United Kingdom,

Background: Prostate specific antigen (PSA) has been used for the diagnosis
of prostate cancer (PCa) and monitoring patient response to treatment for many
years. PSA is a single chain glycoprotein with one N-linked glycosylation site
contributing approximately 8% of the molecular weight. The modification of proteins
by glycosylation occurs in approximately half of all serum proteins and changes in
glycosylation have been found to accompany both tumor formation and aggressive
clinical behavior and this may, therefore, add an element of specificity to PSA testing.

One of the inherent problems of PSA use in the diagnostic setting is the poor
specificity for PCa as patients with benign prostatic hyperplasia (BPH) may exhibit
higher levels of PSA. The relative abundance of the specific isoforms may be able
to help distinguish BPH from PCa and improve the selectivity and sensitivity of
PSA for PCa. A review of the work done on PSA isoforms shows a considerable
amount of academic interest with some indication that there may be a clinical utility
to measuring specific isoforms of PSA.

Methods: A pool of PSA was isolated from seminal fluid acquired from multiple
donors using conventional chromatographic techniques. The material was further
purified by specific ion exchange chromatography based on the charge differences
attributed to the glycosylation variants. This allowed the specific isoforms of PSA to
be isolated. The isoforms were assessed by a normal range of analytical techniques
along with IEF and 2D electrophoresis.

Serum samples from patients with PCa or benign prostatic hyperplasia (BPH) were
used. PSA was affinity purified, separated and probed with the lectin Ulex europacus
(UEA-1: specific for al,2 linked fucose).

The UEA-1 lectin was used in a simple, validated enzyme-linked immunosorbant
lectin assay (ELLA), to assess the glycosylation and show the changes in fucosylation
in both the seminal fluid acquired PSA and patient sample acquired PSA samples. This
afforded the comparison of the two sample sets.

Results: Based on the glycosylation analysis of the two sample sets, the results show
a similar pattern with the three major isoform populations. We have isolated these
populations to provide larger amounts of the specific isoforms and subjected the
individual isoforms to glycosylation analysis in order to characterize these changes.
This study shows that the PSA isoforms extracted from seminal show comparable
glycosylation profiles as the isoforms isolated from patient material.

Conclusion: One of the inherent problems of PSA use in the diagnostic setting is the
poor specificity for PCa as patients with BPH may exhibit elevated levels of PSA. The
relative abundance of the specific isoforms may be able to help distinguish BPH from
PCa and improve the selectivity and sensitivity of PSA and PCa. The isolated PSA
isoforms from seminal fluid source provides material that may be used for standards
and the subsequent inclusion into diagnostic immunoassay kits for these potentially
more specific markers.
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Quantification of serum and urinary free light chains in patients with
multiple myeloma : comparison of immunoassay and electrophoresis

S. Claeyssens', F. Le Roy?, V. Brunel!, M. Quillard', M. Godin?, A.
Lavoinne'. 'Medical Biochemistry-University Hospital, Rouen, France,
’Nephrology-University Hospital, Rouen, France,

Background: In mutiple myeloma (MM) free light chains (FLC) are involved in the
pathogenesis of renal failure, a major cause of morbi-mortality. Since reversibility of
renal failure often can be achieved at time of diagnosis, early quantification of FLC
contributes to appropriately prevent and manage renal failure. In this study, we have
compared for the first time, the quantification of FLC by immunonephelemetry and
by electrophoresis in serum and in urine of the patients with MM at presentation or at
relapse from remission.

Methods: Fresh paired samples of serum and 24h urine were analyzed in 54
patients with MM at presentation (n=44) or at relapse (n=10). FLC quantification
by immunonephelometry (Freelite®, The Binding Site) was realised on Siemens
Healthcare Diagnostics BNII Analyser. FLC were expressed as total (K plus L)
concentration in serum and as total (K plus L) 24h urinary FLC excretion in urine.
Electrophoresis, using sodium dodecyl sulfate-agarose gel electrophoresis (Hydragel
Proteinuria®, Sebia) was realised on sample pretreated with b-mercaptoethanol for
FLC depolymerization. Total serum FLC (in patients with light chain MM, n=20) and
total urinary FLC were quantified by densitometry and were expressed as a fraction
of total protidemia and as a fraction of total 24h proteinuria, respectively. The intra-
class correlation coefficient (ICC), the Bland-Altman analysis and the Spearman’s
rank correlation coefficient were performed.

Results: The ICC obtained between immunonephelometry and electrophoresis
indicated poor reproducibility for serum FLC values (r =0.11, 95% CI - 0.31_0.53)
and for urinary FLC values (r =0.06, 95% CI - 0.20_0.33). The Bland-Altman analysis
indicated no significative agreement between these 2 methods for serum FLC values
(bias: 5.1 g/24 h, 95% CI 15.1 g/24 h) and for urinary FLC values ( 4.0 g/24 h, 95%
CI 11.8 g/24 h). This was explained by an increasing bias between these 2 methods
when increasing serum or urinary FLC values were measured (y = 1.40x - 1704, r
=0.95 and y = 1.56x - 825, r = 0.99, respectively). Thus, in serum and in urine,
FLC values were up to 9- and 11-fold higher, respectively, by immunonephelometry
than by electrophoresis; urinary FLC values measured by immunonephelometry
were up to 7-fold higher than total proteinuria values. Meanwhile, comparison of
immunonephelometry and electrophoresis for the quantification of albumin, either in
serum or in urine, showed a good reproducibility and a good agreement.

Conclusion: This study shows an overestimation of FLC quantification by
immunonephelemetry as compared to electrophoresis both in urine and serum of
patients with MM at presentation or at relapse from remission. This overestimation
increases linearily with increasing values. Such an effect might result from a poor
post-dilution linearity of the immunoassay. Given that the International Myeloma
Group recommends the use of the immunoassay for quantification of serum FLC and
the use of the 24-h urine electrophoresis for quantification of urinary FLC, it must be
emphasised that there is no harmonization of FLC values between these 2 methods.
Therefore, serum and urinary FLC values should be interpreted with caution.

Role of Serum Uric acid in Carcinoma Breast in Libyan Patients

J.R. Peela’, S. Shakila?, A. Jarari', I. Athetalla', S. O. Elsaieti’, H.

Al Awaami', F. El Shaari'. 'Department of Biochemistry,Faculty of
Medicine, Garyounis University, Benghazi, Libyan Arab Jamahiriya,
’Faculty of Medicine, Sirte University, Sirte, Libyan Arab Jamahiriya,
*Department of Surgery,Faculty of Medicine,Garyounis University,
Benghazi, Libyan Arab Jamahiriya,

Background: Carcinoma of Breast is one of the most common surgical problems
in Libya especially in younger female subjects. Breast cancer is the most dreadful
disease in terms of quality of life, though heart disease is a more common cause
of mortality here. The present study was designed to evaluate the early diagnostic
indicator role of serum uric acid levels in patients suffering from carcinoma breast.

Materials and Methods: 100 patients with a classical presentation of a lump in the
breast have been selected from an age group ranging from 16 to 65 years with a mean
age of 37 years from the department of surgery, 7" October hospital, Benghazi, Libya
(2009 and 2010).43 healthy controls with an age group from 20 to 55 years with a
mean age of 35 years were also selected. Out of the 100 cases of lump in the breast, 83
were found to be benign and 17 were malignant irrespective of age. Serum uric acid
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estimation was done in all the patients after an overnight fast. The biochemical test
was performed using an authentic method.

Results: Serum Uric acid level was found to be significantly raised (p = 0.0270) in
patients with benign breast cancer when compared to age matched controls. In the
case of malignant breast cancer, the uric acid levels are observed to be increased
but not significant (p = 0.599). When the serum levels of uric acid were compared
between the benign and malignant, it was observed to be slightly raised in benign
rather than in malignant but not a significant rise( p = 0.321) .

Conclusion: An increase in the serum uric acid levels in carcinoma breast is
suggestive of increased adenosine deaminase activity and increased xanthine oxidase
activity. However, the values did not rise significantly in malignant breast cancer
patients when compared to the controls. This observation in our study suggests a
possible role of uric acid as an antioxidant in combating the oxidative stress in patients
with malignant tumors.

Non Invasive Tools as Useful Complementary and Diagnostic
Markers for HCC

N. M. elassaly. Theodor Bilharz Research Institute, Cairo, Egypt,

Background: To investigate the potential role of serum Chromogranin-A (Cg-A) and
serum protein induced by vitamin K absence antagonist-prothrombin (PIVKA-II), as a
diagnostic, non-invasive marker for HCC. Also, to assess the sensitivity and specificity
of serum Cg-A , AFP and PIVKA-II in diagnosis of HCC. As hepatocellular carcinoma
(HCC) is the most common primary malignant tumor of the liver. Ultimately, no single
diagnostic modality yields diagnostic accuracy consistently over 50% to 60% in detecting
lesions less than 1 cm, a time when curative surgery is most likely.

Material and Methods: This study was conducted on seventy two patients attending
the Hepatology and Gastroenterology Department, Theodor Bilharz Research Institute
(TBRI) divided into two groups 40 patients with HCV and 32 patients with HCC. In
addition to twenty apparently healthy individuals served as a control group. They
were initially subjected to history; clinical examination, abdominal ultrasonography,
CT, liver function tests, HBs Ag, HCV-Ab and liver biopsy. Measurement of serum
Cg-A (done by RIA), AFP and PIVKA-II (done by ELISA) had been performed in
all groups. Results: Our results showed a significant rise in AFP, Cg-A and PIVKA-
II levels on both diseased groups compared to control P<0.001. Also, they showed
a significant rise in HCC group versus the cirrhotic group P< 0.001. The results of
Cg-A showed a positive correlation with serum bilirubin in HCV gp. r=0.421 and P<
0.02, and in HCC gp. r= 0.450 and P< 0.01. Also it shows a negative correlation with
serum albumin level in HCC gp. r=-0.399 and P< 0.01 with a positive correlation
of no significant with serum AFP level in both groups. While serum PIVKA-II level
revealed a highly positive correlation with serum AFP in HCC gp. r= 0.302 and P<
0.01 and positive correlation of no significant value with serum Cg-A level in HCC gp.
In addition to that, serum PIVKA-II showed a significant rise of its level in correlation
with grade IIT and IV (Edmondson grading) P< 0.01 compared to grade I and grade
11, as well as a significant rise of its level in cases with portal vein thrombosis where
its P2cm AFP, Cg-A and PIVKA-II showed a rise of their level compared to tumor
<2 cm P<0.05 the three of them. Our conclusion is: The application of Cg-A and
PIVKA II as tumor markers in the diagnosis of HCC is to be considered especially
in cases with low levels of AFP and focal hepatic lesions more than 2 cm in size,
as determination of Cg-A and PIVKA II serum values represent a complementary
diagnostic tool in monitoring chronic liver disease patients for detection of HCC and
significantly related to focal lesion’s size.

Urinary HE4 and CA 125 as Biomarkers for Epithelial Ovarian Cancer

Z.Li'", R. Radwan', M. Kushner!, M. Harley', S. Raju', K. Falcone', P.
Alexander!, G. Dickson', T. Kettlety', R. Moore?, G. Barnes'. 'Fujirebio
Diagnostics Inc., Malvern, PA, *Women and Infants Hospital, Brown
University, Providence, RI,

Background: CA 125 and HE4 are serum biomarkers for ovarian cancer. Measurement
of urinary CA 125 and HE4 in patients with ovarian cancer has also been reported
(Tay SK and Chua EK, 1994; Hellstrom I, et al, 2010). A pilot study was performed to
investigate both CA 125 and HE4 for their utility as urinary biomarkers for epithelial
ovarian cancer (EOC).

Methods: The levels of CA 125 and HE4 were measured with ARCHITECT CA
125 11 (ABBOTT) and HE4 EIA (Fujirebio Diagnostics, Inc.) respectively in urine
samples from female subjects (N = 205; 64 with EOC; 141 with benign diseases).
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Normalized CA 125 and HE4 were obtained from the measured levels divided by
the mg/dL concentration of urine creatinine. The urine samples were obtained from
an institutional review board-approved sample bank. Clinical diagnosis of EOC and
benign diseases was based on the pathological examination of the subjects.

Results: Table 1

Conclusion: Urinary HE4 and CA 125 appear to be useful biomarkers for epithelial
ovarian cancer.

Table 1. Performance of Urinary HE4 and CA 125 for EOC

HE4 Egznallzed CA 125 I(\:Izrrlnzasllzed

Median (EOC) 29513 pmol/L {395 6.3 U/mL (0.07
Median (Benign Diseases) (8281 pmol/L |75 1.0 U/mL [0.01
Area under ROC Curve 0.82 0.86 0.75 0.76
Cutoff 13147 pmol/L {100.4 2.94 U/mL|{0.0302
Likelihood Ratio 3.0 3.2 2.8 2.6
Sensitivity 73% 78% 70% 66%
Specificity 75% 75% 75% 75%
PPV 57% 59% 56% 55%
NPV 86% 88% 85% 83%
g?:::;fiince with Clinical 75% 76% 4% 2%

Evaluation of serum metallothionein level in patients with
spinocellular cancer of head or neck

R. Prusa', P. Majzlik?, N. Cernei?, S. Krizkova?, V. Adam?, H. Binkova’,
M. Masarik?, T. Eckschlager', I. Provaznik®, R. Kizek?. 'Faculty Hospital
Motol, Prague 5, Czech Republic, °Mendel University, Brno, Czech
Republic, *Faculty Hospital, Brno, Czech Republic, *“Masaryk University,
Brno, Czech Republic, *University of Technology, Brno, Czech Republic,

Background. Metallothioneins (MT) are low molecular mass, cysteine rich proteins,
which have naturally Zn*" in both binding sites. There have been discovering new
biological roles of these proteins including those needed in the carcinogenic process.
However their use as a predictive marker remains controversial. Several reports
disclosed MT expression as a prognostic factor for tumour progression and drug
resistance in a variety of malignancies. The aim of this study was to determine
metallothionein level in blood of patients with spinocellular carcinoma in head and
neck area by using of electrochemical methods.

Methods. Preparation of blood samples. The sample was kept at 99 °C for 15 min.,
then cooled to 4 °C and centrifuged (16 000 g, 30 min.). The supernatant obtained
was measured. Electrochemical measurements. Electrochemical measurements
were performed with 747 VA Stand instrument connected to 746 VA Trace Analyzer
and 695 Autosampler (Metrohm, Switzerland). The supporting electrolyte (I mM
[Co(NH,),ICl, and 1 M ammonium buffer; NH,(aq) and NH,Cl, pH 9.6) was changed
after five measurements of a sample. The experimental parameters were as follows:
initial potential of -0.7 V, end potential of -1.75 V, modulation time 0.057 s, time
interval 0.2 s, step potential 2 mV, modulation amplitude -250 mV, E , =0 V.

Results. In this study we employed the electrochemical method called Brdicka
reaction to determine level of MT in blood samples. Primarily we aimed our attention
on automation of the analysis. Autosampler 695 is capable to dose units of ul of a
sample and gives us well reproducible results. Therefore we utilized the instruments to
measure blood samples of the patients with spinocellular carcinoma to reveal the role
of MT as predictive tumour disease marker. The level of MT measured at the patients
with the tumour disease was about (2.30 + 0.32) uM (n = 128). The level of MT at the
patients is more than four times higher in comparison with level determined at healthy
volunteers (0.51 + 0.20) uM (n = 58). In addition the differences between localisation
of tumour were detected; the highest level of protein of interest are connected to
carcinoma of oropharynx ((2.76 + 1.24) uM, n = 64) and the lowest to carcinoma of
parotis ((1.95 £ 0.56) uM, n=4).

Conclusion. As we report in this study, it is possible to determine the levels of MT in
blood samples of patients with cancer automatically, precisely and with low costs. It
follows from the results obtained that level of MT enhance in blood of patients with
tumour disease compared to control samples.

Acknowledgements. This work was supported by grants RECAMT GAAV
144401990701 and GA CR P102/11/1068.

References. 1. R. Kizek et al.: Anal. Chem. 73, (20), 4801-4807 (2001); 2. V. Adam
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et al: Electroanalysis 17, (18), 1649-1657 (2005); 3. R. Prusa et al: Clin. Chem. 51,
(Suppl. 6), A56-A56 (2005); 4. J. Petrlova et al: Electrochim. Acta 51, (24), 5112-
5119 (2006);

Sarcosine as a potential new marker of prostate cancer

R. Prusa', M. Masarik?, M. Ryvolova’®, M. Hlavna?, O. Zitka’, J.
Gumulec?, N. Cernei®, S. Krizkova®, V. Adam?, J. Hubalek*, I. Provaznik®,
R. Kizek®. 'Faculty Hospital Motol, Prague 5, Czech Republic, *Masaryk
University, Brno, Czech Republic, *Mendel University, Brno, Czech
Republic, *University of Technology, Brno, Czech Republic,

Background. Sarcosine also known as N-methylglycine, a natural ubiquitous
non-protein amino acid has been investigated as a new putative marker of prostate
carcinoma. Sarcosine occurs as intermediate and byproduct in glycine synthesis and
degradation and acts as an antagonist on the Glycine transporter I, which is the only
known biological function of this molecule. Sarcosine was identified as a differential
metabolite that was greatly increased during prostate cancer progression to metastasis
and could be detected in urine, which is one of the great advantages of this marker. The
aim of this study was to suggest a low-cost and simple method utilizable for sarcosine
determination in urine and cell lysate. For this purpose ionex liquid chromatography
with UV detection, high-performance chromatography with electrochemical detection
and capillary electrophoresis with the laser-induced fluorescence detection were
tested. Moreover, all techniques were employed for analysis of urine samples from
patients as well as healthy volunteers.

Methods. Analytical measurements. Capillary electrophoresis with absorbance
detection and with the laser-induced fluorescence detection (PACE 5500, Beckman
Coulter, USA) was used. High-performance chromatography with electrochemical
detection system consisted of two solvent delivery pumps (Model 582 ESA, USA),
chromatographic column and a CoulArray electrochemical detector (Model 5600A,
ESA). Tonex liquid chromatographic measurements were carried out with Amino Acid
Analyser AAA 400 (Ingos, Czech Republic).

Results. Primarily, all techniques were optimized to be able to detect sarcosine in
real urine samples. Tonex liquid chromatography with UV detection was the firstly
optimized technique. Calibration curve was linear within the tested concentration
range from 5 to 1000 uM with equation y=0.0266x-0.2794 R=0.9984. Limit of
detection of sarcosine was determined as 3S/N and was about 500 nM. Capillary
electrophoresis with the laser-induced fluorescence detection was also sensitive to
the presence of sarcosine with detection limit as 500 nM. Liquid chromatography
with electrochemical detection was the most sensitive technique with detection
limit as 1 nM. All techniques were sensitive enough to detect sarcosine in urine of
patients with prostate carcinoma (n=10) and also in healthy volunteers (n=25). Both
concentrations were re-calculated on the content of creatinine and were 115 + 10 nM
per uM creatinine (patients) and 45 + 10 nM per uM creatinine (volunteers).
Conclusion. In this study we optimized and tested three various bioanalytical
approaches to determine sarcosine. Advantages and disadvantages of these techniques
were discussed. Moreover, they were utilized for analysis of urine samples to evaluate
role of sarcosine as potential tumour disease marker. Based on our results it can be
concluded that this non-protein aminoacid could be of great interest for clinicians.
Acknowledgements. This work was supported by grants GACR 301/09/P436, 1GA
MZ 10200-3 and GACR P102/11/1068.

References. 1. D. Potesil etal.: J. Chrom. A 1084, (1-2), 134-144 (2005); 2. J. Petrlova
etal.: J. Sep. Sci. 29, (8), 1166-1173 (2006); 3. V. Supalkova et al.: Sensors 7, (6), 932-
959 (2007); 4. S. Krizkova et al.: Electrophoresis 30, (20), 3726-3735 (2009); 5. V.
Adam et al.: Int. J. Electrochem. Sci. 5, (4), 429-447 (2010).

Atrophic gastritis and serological markers of gastric mucosa

A. Caleffi, R. Merli, A. Ngah, A. Romero, M. Mercadanti, C. Bonaguri,
G. Lippi. Azienda Ospedaliero universitaria, Parma, Italy,

Backround: The aim of this study was to evaluate results of serological tests for
Pepsinogen I [PGI], Pepsinogen II [PGII], Gastrin 17 [G17] and anti Helicobacter
pylori IgG antibodies [HP-IgG] (Gastropanel), to determine the epidemiological
characteristics of atrophic gastritis in an adult north italian population.

Methods: We analyzed test results performed by ELISA techniques (Biohit, Helsinki,
Finland and Euroclone Milan, Italy) from March 2009 to February 2011 (Cut-off:
PGI: 40-100 pg/L; PGII:2.5-10; ratio PI/PII >3; G17: 2.0-7.0; HP-IgG:<32 IU). Data
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were retrieved for 1055 patients of Parma performed on 366 men (34.7% mean age +
SD: 51.0+16.3) and 689 women 65.3% (age: 48.4+16.0).

Results: The population was clustered into three major classes. Class 1-Normal gastric
mucosa: 626 (59,3%), Class 2-Non atrophic gastritis (PGII>10pg/L): 321 (30.4 %) and
Class 3-Atrophic gastritis (PGI <40pug/L):108 (10.2%) included 20 (18.5%) probable
widespread atrophic gastritis (females/males: 15/5; PGI: 26.7, 1.2-33.8 pg/L, PGII: 2.1
1.4-2.5 png/L, G17: 0.5, 0-6.7 pmol/L; HP-IgG: 1.8, 0.1-75.5 U/L); 26 (24.,1%) probable
atrophic gastritis of the gastric body (females/males:18/8; PGI: 17.5, 3.5-37.9 ng/L, PGII:
5.9,1.6-10.0 ug/L; G17: 40.0, 7.8-91.2 pmol/L, HP-IgG: 7.1, 0.4-100 U/L) and 62 (57.4%
females/males 54/8, mean age + SD: 43.1.0+15.8) probable alteration of gastric mucosa
with PGII and G17 not abnormal: PGI: 34.7, 20.4-39.5ug/L, PGILI: 4.0, 2.5-8.0pg/L; G17:
1.0, 0.2-5.6 pmol/L, HP-IgG: 3.2, 0.2-90.9.

Conclusions: We observed a substantial prevalence of women in the number
of tests requested. We observe a group (young females /males 54/8) widespread
atrophic gastritis like type but more probable related with polyendocrinopathies and
female autoimmune tyroiditis or associated with weight and body mass index. We
suggest APCA dosage (antibody anti parietal cells of gastric mucosa) with EGDS.
The frequent occurrence of PGI levels <40 pg/L (10.2%) lead us to suggest that
further investigations (i.e., gastroscopy) are needed to confirm and characterize the
histological type of subgroup of atrophy.

I
=

Immunoglobulin ratios are a rapid, sensitive alternative to
immunofixation for the identification of monoclonal proteins

A. Seetharam!, T. Lovatt', A. Macwhannell', A. Jacob!, S. Honda',

S.J. Harding?, A. R. Bradwell?, S. Basu'. 'The Royal Wolverhampton
Hospitals NHS trust, Wolverhampton, United Kingdom, *The Binding Site
Group Ltd, Birmingham, United Kingdom, *Department of Immunity and
Infection, University of Birmingham, Birmingham, United Kingdom,

Historically, serum protein electrophoresis (SPE), urine protein electrophoresis
(UPE) and immunofixation (IFE) have been used to identify and quantify monoclonal
proteins (M-proteins). Whilst this approach is adequate for the identification of
intact immunoglobulin multiple myeloma (MM), it is not sensitive enough to detect
free light chain MM (LCMM). Therefore, an algorithm which utilises SPE, serum
free light chain (FLC) immunoassays and IFE for the identification of M-proteins
has been suggested. Assays have now been developed which utilise polyclonal
antisera raised against the kappa and lambda light chain types of IgG, IgA and IgM
immunoglobulins (HLC). Here we report the use of these assays as an alternative
to IFE and propose a screening algorithm which utilises SPE, FLC and HLC. 1495
patient sera were screened using SPE and FLC, Electrophoresis was performed using
a SEBIA Hydrasys 2 in accordance with manufacturer’s instructions. FLC, IgG, IgA
and IgM HLC assays were performed nephelometrically and results compared to
historic IFE data. 198/1495 patients had an abnormal SPE or FLC result, of which
106/198 patients were positive by IFE and 81/198 had an abnormal HLC ratio
(HLCr). 24/106 IFE positive patients had symptomatic haematological malignancies
(14 Multiple Myeloma [MM], 1 Plasmacytoma, 2 Waldenstrom’s Macroglobulinemia
[WM] and 7 non-Hodgkins lymphoma [NHL]). Abnormal HLCr were identified in
24/24 patients. Moreover, abnormal HLCr identified 7 additional patients that, at the
time of testing, were negative by IFE but who subsequently were diagnosed with
a haematological malignancy (1 AL Amyloid, 1 IgAA MM and 1 IgMk WM and 4
NHL). 82/106 IFE positive patients had monoclonal gammopathy of undetermined
significance (MGUS), 50/82 had an abnormal HLCr. 32 patients had ‘normal’ HLCr,
but were all in the low-low/intermediate MGUS risk category. We conclude that HLCr
can detect symptomatic haematological malignancies and offer a rapid, quantitiative
alternative to IFE. Patients with low risk MGUS may have normal HLCr and further
work is required to look at the utility in MGUS identification and risk stratification.

Nephelometric immunoassay measurements of IgMxk and IgMA for
the assessment of patients with IgM monoclonal gammopathies

N. J. Fourrier!, K. Sharp!, A. R. Bradwell?, S. J. Harding'. 'The Binding
Site Group Ltd., BIRMINGHAM, United Kingdom, *Division of
Immunity and Infection, The Medical School, University of Birmingham,
BIRMINGHAM, United Kingdom,

Accurate quantification of [gM monoclonal proteins by serum protein electrophoresis
(SPE) can be hampered by the failure of the protein to migrate from the origin and
by its heavily polymerised nature. Immunofixation (IFE) can improve the sensitivity
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of detection but is non-quantitative. Here we describe automated, fully validated
nephelometric immunoassays on the Siemens Dade Behring BN™II analyser for the
quantification of IgM« and IgMA in serum. Determination of the IgM/IgMA ratio can
be used as an aid in the diagnosis of IgM monoclonal gammopathies. The main assay
characteristics are summarised below:

Assay IgMk IgMA
Range (g/L) 0.20-6.40 0.18 -5.60
Sample dilution 1/100 1/100
Min. sample dilution 1/5 1/5
Sensitivity (g/L) 0.01 0.009
Assay time (mins) 12 12
L y =1.008x -0.092 g/L |y = 1.013x -0.086g/L
Linearity = 0.999 2= 0.998
Intra-assay precision %CV 2.8% (4.85) 4.2% (4.24)

3.2% (1.16) 1.7% (0.77)

(mean concentration g/L)

(n=84) 5.6% (0.35) 3.5% (0.30)
Inter-assay precision %CV 2.7% (4.85) 2.8% (4.24)
(mean concentration g/L) 2.9% (1.16) 1.1% (0.77)
(n=84) 3.3% (0.35) 2.5% (0.30)

Interference was within £9.9% when either bilirubin (0.20 g/L), hemoglobin (5.00
¢/L) or Chyle (1500 FTU) were added to serum samples with known IgMx and IgMA
concentrations. IgMk and IgMA concentrations were measured in 120 normal (blood
donor) sera; median IgMk 0.63 g/L (range 0.29-1.82 g/L), median IgMA 0.42 g/L
(range 0.17-0.94 g/L), median IgM«/IgMA ratio of 1.59 (range 0.96-2.30). IgMk+IgMA
summation correlated well with a total IgM assay (Siemens Dade Behring); y=
0.99x - 0.01 g/L. Sera from 60 IFE positive IgM patients (48 IgMxk /12 IgMA) were
assayed. In all cases the IgMk/IgMA ratio correctly identified the monoclonal IgM
type. We conclude that serum IgMx/IgMA assays provide a rapid, precise method for
quantifying IgMk and IgMA in serum, and the presence of an abnormal ratio may be
useful in identifying patients with IgM monoclonal gammopathies.

The Role of Inflammation in Patients with Intraductal Mucinous
Neoplasm of the Pancreas and in those with Pancreatic
Adenocarcinoma

A. Barassi', G. Palladini®, R. Pezzilli®, M. M. Corsi*, G. Dogliotti*, A. M.
Morselli-Labate®, F. Ghilardi', R. Casadei®, R. Corinaldesi®, G. Merlini?,
G. V. Melzi d’Eril'. 'Department of Medicine, Surgery and Odontoiatric,
University of Milan, Milan, Italy, ’Amyloidosis Research and Treatment
Center, Fondazione IRCCS Policlinico San Matteo and Department

of Biochemistry, University of Pavia, Pavia, Italy, ’Department of
Digestive Diseases and Internal Medicine, Sant’Orsola-Malpighi
Hospital, University of Bologna, Bologna, Italy, *Department of Human
Morphology and Biomedical Sciences ‘Citta Studi’, University of Milan,
Milan, Italy, °Department of Emergency, General and Transplant Surgery,
Sant’Orsola-Malpighi Hospital, University of Bologna, Bologna, Italy,

Background. Intraductal papillary mucinous neoplasms (IPMNs) of the pancreas
have received much clinical attention in the last decade because they are slow-growing
tumours which may be cured surgically in most patients (Oncologist 14:125-36,2009).
Among the causes of the aggressive behaviour of IPMNs, several passive and active
strategies appear to be adopted by tumour cells to circumvent antitumour immune
defenses. They include altered expression of major histocompatibility complex class I
and II antigens and resistance to apoptosis through the Fas receptor pathway coupled
with aberrant expression of the ligand. The aim of the present study were to evaluate
the circulating concentrations of placental growth factor (PIGF), transforming growth
factor-alpha and beta (TGF-a, TGF-B1), tumour necrosis factor receptor 1 (TNF-R1)
and matrix metalloproteinase-2 (MMP-2) in IPMNs and pancreatic adenocarcinomas,
in comparison with an established serum marker of pancreatic cancer (CA 19-9).

Methods. A total of 69 patients (39 males, 30 females, mean age: 69.8+10.4 years)
were enrolled: 23 (33.3%) had IPMNs and 46 (66.7%) had histologically confirmed
pancreatic adenocarcinomas. Of the 23 patients with IPMNs, 10 (43.5%) had branch
type IPMNs and the remaining 13 (56.5%) had main duct type IPMNSs. Finally, 13
blood donors were also studied as healthy controls (7 males, 6 females, p=1.000 vs.
all patients; mean age: 57.0+14.6 years, p=0.003 vs. all patients). Blood specimens
were obtained in the morning in a fasting state and the serum specimens were stored
at -20°C until analysis. PIGF, TGF-a, TGF-B1, TNF-R1 and MMP-2 were determined
using commercially available kits (R&D Systems, Minneapolis, MN, USA). The
intra-assay CVs were <3.9% and the inter-assay CVs were <7.9%. The reference
limits used were: 0.2-26 pg/mL for PIGF, 0.5-32 pg/mL for TGF-o, 18,289-63,416
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pg/mL for TGF-B1, 749-1,966 pg/mL for TNF-R1 and 117-410 ng/mL for MMP-
2. Furthermore, CA 19-9 was also assayed using an electrochemical luminescence
immunoassay (reference limits: 0-37 U/mL).

Results. The only two parameters showing significant differences among the three groups
were TNF-R1 (p=0.003) and CA 19-9 (p=0.007). In particular, TNF-R1 concentrations
were significantly higher in both patient groups than in healthy subjects (IPMN, p=0.004;
pancreatic adenocarcinoma, p=0.001). In contrast, serum CA 19-9 concentrations were
significantly higher in patients with pancreatic adenocarcinomas than in those with
IPMNSs (p=0.044) and healthy subjects (p=0.003). It should be noted that a serum CA
19-9 concentration of 23,688 U/ml was found in one patient with a main duct IPMN and
distant metastases; in the other 22 patients, CA 19-9 serum concentrations were 1724269
U/ml (mean+SD) and ranged from 0.53 to 1,151 U/ml. Within the group of patients
with pancreatic adenocarcinomas, patients with metastases had serum concentrations of
TNF-RI1 significantly higher than those without (p=0.034).

Conclusions. Serum TNF-R1 was elevated in patients with IPMNs and in those with
pancreatic adenocarcinomas suggesting a high apoptotic activity in both groups of
patients studied.

The use of HE4 as a biomarker for ovarian cancer

T.C. Aw', S. K. Phua', W. W. Sumpaico?, K. L. Chan’, C. A. Chen*, J. H.
Nam’, K. Ochiai®, S. Wilailak’, S. Subathra®, B. Schodin’, J. Sickan’, S.
Hebbar®. 'Changi General Hospital, Singapore, Singapore, *Asia-Pacific
Study Group on Ovarian Cancer Biomarkers, Manila, Philippines, *Asia-
Pacific Study Group on Ovarian Cancer Biomarkers, Hong Kong, China,
*Asia-Pacific Study Group on Ovarian Cancer Biomarkers, Taipei, Taiwan,
Asia-Pacific Study Group on Ovarian Cancer Biomarkers, Seoul, Korea,
Republic of, *Asia-Pacific Study Group on Ovarian Cancer Biomarkers,
Tokyo, Japan, Asia-Pacific Study Group on Ovarian Cancer Biomarkers,
Banglkok, Thailand, *Asia-Pacific Study Group on Ovarian Cancer
Biomarkers, Johor Baru, Malaysia, °Abbott Diagnostics, Chicago, IL,

Introduction: Human epididymis protein 4 (HE4) has been reported as a promising
marker for detecting ovarian cancer (Hellstrom. Cancer Res 2003;63:3695) and
with the highest sensitivity among ovarian biomarkers (Moore. Gynecol Oncol
2008;108:402). Ovarian cancer presents with an adnexal mass and the goal is to
determine if that mass is benign or malignant.

Objective: With the paucity of data in Asian subjects we evaluated the use of HE4 and
CA-125 in distinguishing benign from malignant causes in patients with an adnexal mass.

Methods: 392 women with pelvic masses confirmed on ultrasonography and scheduled
for surgery were recruited into the study from 6 centers in Hong Kong, Japan, Taiwan,
Thailand, Korea, and Philippines. Blood was drawn prior to surgery and sent to a central
testing site for the analyses of HE4, CA125, and FSH on the Architect i2000SR (Abbott
Diagnostics). Histology slides were sent for a second review by a central gynecologic
pathologist. The Youden index was used to determine the optimal cut-off points for CA125
and HE4 in separating benign and malignant disease.

Results: Of the subjects enrolled in the study 304 had benign disease and 88 had
malignancy, 60 of whom were epithelial ovarian cancer. Overall, the median CA-125 was
20.9 U/mL for benign lesions and 220.2 U/mL for malignancy; the corresponding values
for HE4 was 33.9 pmol/L and 114.8 pmol/L. The optimal cut-points for distinguishing
benign from malignant samples using the Youden index was: CA125 - 294.1 U/mL
premenopause, 30.0 U/mL menopause; HE4 - 45.5 pmol/L pre-menopause, 74.0 pmol/L
menopause. From the premenopausal ROC curves, the AUC for CA-125 was 0.72, and
0.8 for HE4. In premenopausal subjects, the diagnostic performance of the test (sensitivity
- SENS, negative predictive value - NPV) favored HE4 - 69.4%, 95.3% versus CA125
- 44.4%, 92.5%. However, for specificity (SPEC) and positive predictive value (PPV)
CA125 fared better - 96.1%, 61.5% versus HE4 - 87.1%, 43.1%. The AUC from the
menopausal ROC curves for CA125 and HE4 were both 0.94. Thus the diagnostic
performance (SENS, SPEC, PPV, NPV) of CA125 (92.3%, 91.8%, 92.3%, 91.8%) and
HE4 (84.6%, 91.8%, 91.7%, 84.9%) are quite comparable.

Conclusion: HE4 is especially useful in the separation of premenopausal women
with benign pelvic masses from those with malignant ovarian cancers. In menopausal
subjects both CA125 and HE4 are comparable in detecting ovarian cancers but
patients may benefit from the use of both markers in a risk of malignancy algorithm.
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Enzymatic Creatinine Assay on Unicel® DxC 600 System :
Performance Characteristics

C. Renard', E. Valero', C. Garcia?, A. Bousquet', D. Chianea', P. Vest'.
!Percy Hospital, Clamart, France, *Val-de-Grdce Hospital, Paris, France,

Objective: The objective of this study was to evaluate the performance of the
Beckman Coulter enzymatic method for the measurement of creatinine on the Unicel”
DxC 600 clinical chemistry analyzer.

Methodology: The enzymatic creatinine method (CR-E reagent) utilizes a multi-
step approach ending with a photometric end-point reaction. The enzyme creatinine
amidohydrolase (creatininase) is used to convert creatinine to creatine. Creatine is
further broken down through a series of enzymatic reactions with creatinase, sarcosine
oxydase and peroxidase to yield a colored chromogen read at 560 nm. The method is
traceable to ID-GC/ Mass spectrometry and requires two levels of calibrator for the
generation of a multi-point calibration.

Results: Performance characteristics were evaluated according to the French Society
of Clinical Chemistry’s (SFBC) protocol.

The precision was estimated using 4 serum controls and 1 serum pool with creatinine
concentrations of 0.25, 0.60, 1.02, 4.31 and 7.65 mg/dL. For these serums the
repeatability was (N=20) 5.1%, 1.9%, 1.5%, 0.6% and 0.7% respectively and the
within-run imprecision was (N=20) 6.0%, 4.4%, 2.6%, 2.3% and 2.0% respectively.
We have used an aqueous solution of SRM914 to verify that the upper limit of
measurement was 25 mg/dl.

Method comparison using patient plasma samples showed an excellent correlation
to other commercially available enzymatic method and to Jaffe methods. The results
of Deming’s linear regression analysis were as follows (N=151, sample range= 0.29-
17.88 mg/dL):

- versus Beckman Coulter IDMS standardized Jaffe method y = 1.03 x, r = 1.00

- versus Roche Diagnostics enzymatic method (Cobas Integra 800) y = 0.98 x + 0.03,
r=1.00

- versus Roche Diagnostics Jaffe compensated method (Cobas Integra 800) y = 1.04
x,r=1.00

We have tested the interference of hydroxocobalamin, a cyanide antidote, which
imparts a strong red coloration to plasma. This phenomenon results in significant
interference with a number of chemistry laboratory parameters like creatinine. The
testing interference substance was added to a human plasma (creatinine = 1.38 mg/dL)
to make 4 testing solutions containing hydroxocobalamin at concentrations of 0 to 103
mg/dL. A positive interference (+ 17%) has been observed for the upper concentration
of hydroxocobalamin.

The reagent was shown to be stable open in the reagent compartment for 30 days and
for the serum/plasma application the calibration was stable for 14 days.

Conclusion : This enzymatic creatinine assay from Beckman Coulter has demonstrated
excellent precision and linearity performance on Unicel® DxC 600. CR-E reagent
provides a dependable means of measuring creatinine in serum and plasma.

Immunoassay for Phosphatidylethanol an Ethanol Biomarker
P. Neilsen, P. Rzepecki. Echelon Biosciences, Salt Lake City, UT,

Background: Alcohol abuse and the diseases it cause are a major global health
problem_only exceeded by tobacco and hypertension. Phosphatidylethanol (PEth)
is a long-lived biomarker for alcohol ingestion, but no chemically active analogs
or commercially available antibodies necessary for bioassay development currently
exist. Antibody phage display libraries contain a large and diverse repertoire of
antigen-recognition clones that have been used to identify recombinant monoclonal
antibodies to unusual epitopes.

Methods: We used phosphoramidite coupling methods employed to synthesize acyl-
tethered, amine-reactive analogs which were conjugated to proteins and coupled to
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biotin. These tools were employed to interrogate a human combinatorial antibody
library (HuCAL®) at AbD Serotec. Antibody clones were characterized and
validated in our lab using standard procedures towards the generation of a sensitive
immunoassay for PEth.

Results: Complete synthesis of amine-modified PEth and biotinylated PEth was
confirmed by MS and NMR. These analogs were used to identify and test sixteen
antibody clones in selective-binding experiments to determine binding of clones to
biotinylated PEth and other related biotinylated lipids. Three high-binding clones
produced signals between 15 and 30 times stronger for biotin-PEth compared to other
biotin-lipids. Binding of these clones was also selectively competed using PEth with
less than 10% cross-reactivity to other abundant phospholipids found in erythrocyte
membranes including PC, PE, PS, and cholesterol. We also determined whether PEth
could be incorporated into washed erythrocytes could be detected; and found that
treatment of RBC for 4 hours with 0.5 mg/mL PEth resulted in greater competition
from extracted samples than extracts of cells treated for only 2 hours or with 0.1 mg/
mL (5x less) PEth.

Conclusions: We have synthesized phosphatidylethanol analogs and discovered
unique, high-affinity recombinant bivalent human monoclonal F(ab), antibodies that
selectively bind this long-lived ethanol metabolite. We have also demonstrated the
feasibility of using these antibodies to measure PEth in vitro, and produced a number
of tools needed to explore PEth as a potential mediator of ethanol-induced organ
damage.

Evaluation of pleural fluid pH measurement on the Radiometer
ABLS800 series blood gas analyzers

S. W. Cotten, C. M. Parker, C. R. McCudden. University of North
Carolina at Chapel Hill, Chapel Hill, NC,

Background: Blood gas analyzers typically process whole blood specimens with rapid
turnaround times for close monitoring of patient respiratory function and electrolyte
status. In addition to this use, analysis of several non-standard specimens has become
routine on blood gas analyzers. Pleural fluid pH is important diagnostic marker
for management of pleural effusions. Guidelines for treatment of parapneumonic
effusions set forth by American College of Chest Physicians recommend drainage of
the pleural effusion when the pH is below 7.2.

The goal of the study was to validate a new pleural fluid pH measurement mode on the
Radiometer ABL835 and ABL837 blood gas analyzers. Pleural fluids across a broad
range of pH were compared between the Roche Omni S and ABL800 series to assess
agreement between the instruments.

Methods: Pleural fluid samples were obtained from a total of 21 unique patients.
17 of the samples were stored for up to 1 week at 4 °C until analysis and 4 samples
were pooled, filtered and stored at -70 °C until use. A total of 57 samples were made
by spiking samples with 2% acetic acid to span a pH range of 6.95-7.55. Spiked
samples were allowed to stabilize for 5 minutes prior to measurement. Each sample
was measured sequentially in duplicate on the Roche Omni S, Radiometer ABL 830
(pleural fluid mode) and Radiometer ABL 837 (pleural fluid mode) within 5 minutes.
Results were analyzed in EP evaluator v9.0 (Data Innovations) to generate Deming
regression and Bland-Altman difference plots.

Results: Deming regression analysis indicated that the Radiometer ABL800 series
had excellent agreement with the Roche Omni S. The Radiometer ABL835 and
ABLS837 had proportional and constant bias of (slope=1.068, intercept= -0.47) and
(slope=1.060, intercept= -0.42) respectively when compared to the Roche Omni S.
Both of the ABL800 series showed a slight positive bias with pH values above 7.4
measured in the pleural fluid mode. Standard error of the estimate was 0.015 for both
ABL instrument. Of the 57 samples tested, one was discrepant at the medical decision
cutoff of 7.2 between the Omni S and ABL80O series. Fisher’s Exact test confirmed
that the methods are statistically equivalent (P= 1.00) in the classification of fluids
using a pH cutoff of 7.2.

Conclusion: The Radiometer ABL800 series can accurately measure the pH of pleural
fluid from both pooled and individual patient samples. This study showed excellent
analytical and clinical agreement between the measurement of pleural fluid pH using
the Omni S reference method and the Radiometer ABL80O series blood gas analyzers.
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Performance Characteristics of a New Lactate Assay for the
Synchron LX®20 PRO and UniCel® DxC600/800 Clinical Systems
from Beckman Coulter

S. Laybourne, A. DeWeese, X. Xie, M. Metzler, P. Shah. Beckman
Coulter, Inc, Brea, CA,

Objective: The new Beckman Coulter liquid Lactate assay (LACT) offers clinical
laboratories a replacement to the lyophilized assay.

Relevance: LACT reagent, when used in conjunction with Synchron LX20 PRO and
UniCel DxC600/800 system(s) and Synchron Multi Calibrator, is intended for the
quantitative determination of lactate concentration in human plasma and cerebrospinal
fluid (CSF). Lactate measurements that evaluate the acid-base status are used in the
diagnosis and treatment of lactic acidosis.

Methodology: This new Lactate assay is based on enzymatic reactions. Lactate
oxidase converts lactate to pyruvate and generates hydrogen peroxide. Peroxidase
catalyzes a reaction with hydrogen peroxide to form a chromophore. The lactate
concentration is directly proportional to the change in absorbance at 560 nanometers.

Validation: Performance characteristics of the reagent were evaluated using Synchron
LX20 PRO and UniCel DxC600/800 systems from Beckman Coulter. The plasma/
CSF analytical range is linear between 0.3-11.0 mmol/L and had an R? > 0.98 for
all systems tested. Within-run and total imprecision on a UniCel DxC800 were as
follows: plasma level 1 mean value was 1.7 mmol/L, the within-run SD was 0.027
mmol/L and the total SD was 0.031 mmol/L; plasma level 2 mean value was 3.9
mmol/L, the within-run SD was 0.056 mmol/L and the total SD was 0.063 mmol/L;
plasma level 3 mean value was 6.6 mmol/L, the within-run CV was 1.0% and the total
CV was 1.4%; spinal level 1 mean value was 2.1 mmol/L, the within-run SD was
0.049 mmol/L and the total SD was 0.052 mmol/L; spinal level 2 mean value was 4.2
mmol/L, the within-run SD was 0.053 mmol/L and the total SD was 0.062 mmol/L.
Interference studies were conducted. Maximum levels with no significant interference
(NSI =< 0.21 mmol/L or < 4.8%) were: 30 mg/dL bilirubin (unconjugated), 11.25
mg/dL bilirubin (conjugated), 500 mg/dL lipemia (Intralipid), 500 mg/dL hemolysate,
6 mg/dL ascorbic acid, 12 mg/dL pyruvate and 4000 IU/L lactate dehydrogenase. A
methods comparison study was performed against the Beckman Coulter lyophilized
Lactate assay. A total of 117 plasma samples, ranging from 0.4 to 10.5 mmol/L were
analyzed. Correlation on a UniCel DxC600 was obtained with a slope of 0.92, an
intercept of -0.02 mmol/L and a correlation coefficient of 0.998. A total of 119 CSF
samples, ranging from 0.6 to 9.6 mmol/L were analyzed. Correlation was obtained
with a slope of 0.93, an intercept of -0.07 mmol/L and an R? of 0.999.

Conclusion: The new Lactate assay (LACT) from Beckman Coulter demonstrates
acceptable precision, linearity and interference performance on Synchron LX20 PRO
and UniCel DxC600/800 systems*. *Pending clearance by the United States Food and
Drug Administration; not yet available for in vitro diagnostic use. For Investigational
Use Only.

Long-term stability of clinical laboratory data - Serum-sodium as
benchmark

H. C. M. Stepman', D. Stockl', V. Stove?, T. Fiers?, P. Couck?, F. Gorus?,
L. M. Thienpont'. 'Laboratory for Analytical Chemistry, Faculty of
Pharmaceutical Sciences, Ghent University, Ghent, Belgium, *Department
of Clinical Chemistry, Ghent University Hospital, Ghent, Belgium,
3Laboratory for Hormonology and Department of Endocrinology, Ghent
University Hospital, Ghent, Belgium, *Department of Clinical Chemistry,
Academic Hospital of the Free University Brussels, Brussels, Belgium,

Background. For longitudinal follow-up of individual patients clinicians rely on the
long-term stability of the laboratory results they work with. This is also of importance
for epidemiological studies in support of public healthcare policy. However, few
published data are available in literature on this topic. We investigated the stability
of serum-sodium measurements in two university hospital laboratories over a period
of 9 and 14 years.

Methods. The serum-sodium patient data retrieved from Ghent University Hospital
were obtained by measurement with the Hitachi 917 until November 2006, thereafter,
with the Cobas 6000 ¢501 and Modular (all of Roche Diagnostics) (period: 1/12/2001
- 27/8/2010). The patient results from Brussels University Hospital were obtained
with the Vitros 950IRC, which was gradually replaced by three Vitros Fusion 5,1 FS
analyzers (both from Ortho Clinical Diagnostics) (period: 2/1/1997 - 20/10/2010). We
calculated the 10™-, 50, and 90™ percentile for the daily patient results, however,
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omitting those obtained during weekends and holidays. To visualize trends we
used the moving average (n = 5) and linked it, where possible, to the available lot
information. We calculated representative standard deviations (SDs) of the daily
percentiles for several stable periods (n ~168). The percentage patients with a result <
135 mmol/L (onset of mild hyponatraemia) was also calculated for all data, including
weekends and holidays.

Results. The long-term averages (SD) were for Brussels 140.5 mmol/L (0.59 mmol/L)
and for Ghent 140.0 mmol/L (0.89 mmol/L). In stable periods, representative SDs were
for Brussels and Ghent 0.46 mmol/L and 0.47 mmol/L, respectively. Verification of the
50" percentile documented 10 shifts (6 upwards and 4 downwards) for Brussels and 7
(4 upwards and 3 downwards) for Ghent. Detailed investigation of these observations
revealed that the shifts in the laboratory of Brussels University Hospital were related to
putting into operation the new Vitros, changing slide generations and recalibration of
the three analyzers. The laboratory of Ghent University Hospital identified the annual
lot changes in ISE compensator and reassignment of the value of the ISE compensator
by Roche Diagnostics as cause for the shifts. The percentages of results <135 mmol/L
were for Brussels ~12.5% in periods with a 50®-percentile at 139.5 mmol/L and ~4% in
periods with a 50®-percentile at 142.5 mmol/L. For Ghent, they fluctuated from ~20%
(50®-percentile: 138 mmol/L) to ~7% (50%-percentile: 141.5 mmol/L).

Conclusion. The examined serum-sodium assays as applied in the respective
university hospital laboratories were characterized by a good long-term stability,
because the maximum deviation from the average for more than 4 weeks was around
2% (~3 mmol/L). However, in view of the 0.7% within-subject biological variation of
serum-sodium, 2% may be too high for adequate management of mild hyponatremia.
Comparing periods with negative bias to periods with a positive bias showed a
threefold increase of the number of patients with sodium concentrations indicating
mild hyponatremia (< 135 mmol/L). Therefore, improvement of long-term stability
of assays is still desirable and challenges manufacturers to tighten their lot-to-lot
variation, which were identified as main cause of the observed biases.

Analytical evaluation of the Next Generation Uric Acid Assay
Application for the Abbott ARCHITECT cSystems

F.A. L. van der Horst', M. A. S. Posthumus', H. Bekenes!, R. Hampsink?,
Y. Lemma’. 'Diagnostic Center SSDZ, Delft, Netherlands, *Abbott
Diagnostics, Hoofddorp, Netherlands, *Abbott Diagnostics, Dallas, TX,

Background: The measurement of serum and urine uric acid (UA) levels can used in
relation to the diagnosis of gout and kidney stone diseases.

The Abbott ARCHITECT Next Generation Uric Acid Assay is in development to
improve on board reagent stability, reduce calibration frequency and to overcome the
interference of ascorbic acid. The uric acid assay utilizes the principle that uric acid
is oxidized to allantoin by uricase with the production of hydrogen peroxide (H202).
The H202 reacts with 4-aminoantipyrine and 2,4,6-tribromo-3-hydroxybenzoic acid
in the presence of peroxidase to yield a quinoneimine dye. The resulting change in
absorbance at 548 nm is proportional to the uric acid concentration in the sample.

We report our findings of the analytical evaluation of this assay by using the CSLI
EP-10 and EP-9 protocols. In addition we also report on the effect of ascorbic acid on
the Next Generation Uric Acid Assay.

Methodology: The precision of the assay was evaluated according to CSLI EP-
10 protocol. For this pooled serum samples we prepared. The correlation with the
current on-market Abbott ARCHITECT uric acid assay was carried out according to
the CSLI EP-9 protocol. Measurements of uric acid were performed on the Abbott
ARCHITECT ¢8000 cSystems.

To determine the effect of ascorbic acid on the obtained result, samples we obtained
in subject before and after high dose oral supplementation with vitamin C. Serum
ascorbic acid concentrations were determined with High Performance Liquid
Chromatography.

Results: Based on the EP-10 protocol, the imprecision of the Next Generation Uric
Acid Assay was below 3 % for all levels. Based on a intra-individual biological
variability of 9.0 % in serum and 24.7 % in urine, this means that this assay meets the
imprecision requirements.

Based on the EP-9 protocol, the Next Generation Uric Acid Assay in serum showed a
correlation with the current assay of UA(next gen)=0.98UA-0.01, with a 95% confidence
interval of 0.00 to 0.01 for the intercept and of 0.96 to 1.00 for the slope, respectively. In
urine the correlation was UA(next gen)=1.00UA+0.03, with a 95 % confidence interval of
-0.03 to 0.1 for the intercept and of 0.95 to 1.05 for the slope, respectively.

Up to a level of 530 pmole/I ascorbic acid the Next Generation uric acid assay showed
recoveries within 4 % compared to the native samples. In contrast, the recovery of the
old assay dropped to 80 %.
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Conclusion: Based on the CSLI EP-10 protocol, the Abbott Next Generation Uric
Acid Assay performs well within the analytical requirements for determination of
uric acid in serum and urine. The CSLI EP-9 showed a good correlation of the Next
Generation Uric Acid Assay with the current on-market Abbott ARCHITECT Uric
Acid Assay.

In addition the Next Generation Assay proved to be robust against ascorbic acid at a
level of at least 530 pmol/l.

Scanning Spectrophotometry for the Detection of Bilirubin and
Oxyhemoglobin in Cerebrospinal Fluid

N. Moon', B. Pulsipher!, D. G. Grenache?. 'ARUP Laboratories, Salt Lake
City, UT, ?University of Utah, Salt Lake City, UT,

Background: A subarachnoid hemorrhage (SAH) is caused by spontaneous arterial
bleeding into the subarachnoid space, usually from a cerebral aneurysm. While a
computerized tomography (CT) scan can detect SAH in 98% of patients that present
within 12 hours of symptoms, diagnostic sensitivity decreases to 50% over 7 days.
Spectrophotometric analysis of cerebrospinal fluid (CSF) has demonstrated clinical
utility at identifying SAH in CT-negative individuals due to its ability to detect the
bilirubin formed from the degradation of oxyhemoglobin. The objective of this study
was to validate an assay to detect bilirubin and oxyhemoglobin in CSF.

Methods: The absorbance of CSF samples at each wavelength between 350 and 550
nm were recorded using a Beckman DU-800 scanning spectrophotometer, and a cuvette
with a 1 cm path length. A baseline was drawn that was tangent to the scan beginning at
350-380 nm and ending at 480-520 nm. The number of absorbance units (AU) measured
from the baseline to the height of the scan at 414 and 476 nm was recorded as the net
oxyhemoglobin absorbance (NOA) and the net bilirubin absorbance (NBA), respectively.
Residual CSF samples sent to the laboratory for routine testing were scanned and the
resulting scans evaluated by visual inspection. Those that appeared to lack bilirubin
and oxyhemoglobin were pooled. Stock solutions of bilirubin and oxyhemoglobin were
added to aliquots of the CSF pool to create samples containing a concentration range
of bilirubin (0-0.43 mg/dL), oxyhemoglobin (0-33.8 mg/dL), and combinations of both
bilirubin and oxyhemoglobin. Samples were scanned in duplicate and two individuals
determined the NBA and NOA from each scan. Results were used to determine bilirubin
and oxyhemoglobin detection limits, precision, linearity, and the effect of oxyhemoglobin
on the NBA. Published cutoffs for the NBA (>0.007 AU) and NOA (>0.02 AU) were
verified using the maximum result of each as determined by two individuals using the
CSF pool samples. A total allowable error of 0.001 and 0.01 AU for the NBA and NOA,
respectively, was determined to be the quality goal.

Results: Bilirubin produced a NBA >0.007 AU at a concentration of 0.026 mg/
dL. Oxyhemoglobin produced a NOA >0.02 AU at a concentration of 0.5 mg/dL.
The standard deviation of NBA at 0.005 AU was 0.0001 AU (n=40). The standard
deviation of NOA at 0.02 AU was 0.0003 AU (n=40). NBA and NOA were linear
from 0-0.176 AU (r=0.99) and 0-1.926 AU (1=0.99), respectively. The NBA decreased
from 0.0123 to 0.0060 AU (51.2%) as oxyhemoglobin increased from 0 to 4.2 mg/
dL, respectively. The maximum NBA and NOA of 31 CSF samples used for cutoff
verification were 0.0005 and 0.0023 AU, respectively.

Conclusions: Scanning spectrophotometry can detect CSF bilirubin and
oxyhemoglobin with high analytical sensitivity. The NBA and NOA precision was
acceptable given the quality goals. The method was linear over the NBA and NOA
ranges likely to be encountered with clinical use. A NBA of 0.007-0.013 AU can be
falsely decreased (<0.007 AU) when the NOA is 0.113-0.230 AU (2.1-4.2 mg/dL).

Interference Studies of the Next Generation Magnesium Assay
Application for the Abbott ARCHITECT® cSystems™

Q. Wu', J. Salazar?, Y. Lemma?, D. Armbruster®, . A. Hashim'. !University
of Texas Southwestern Medical Center, Dallas, TX, *’Abbott Diagnostics,
Irving, TX, *Abbott Diagnostics, Abbott Park, IL,

Background: Plasma and urine magnesium levels are measured in the investigation of
magnesium disorders. However, magnesium assays are sensitive to interference from;
hemolysis, lipemia and icterus. Endogenous compounds such as glucose, protein,
ascorbic acid and inorganic phosphorus have also been reported to interfere with
current commercially available assays. Drugs such as L-Dopa are known to interfere
with magnesium determination. Furthermore, the effect of preservatives used in urine
collection devices on magnesium measurement is not clear and should be evaluated.
The Abbott Next Generation Magnesium Assay utilizes an enzymatic reaction using
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modified isocitrate dehydrogenase to measure magnesium. Increased absorption at
340 nm of the reaction product, NADPH, is proportional to the concentration of
magnesium in the sample. We report findings on the effect of common interferents
(see table) on magnesium measurement in serum and in urine using the above assay.

Methods: Pooled serum and urine samples were spiked with various interfering
substances at different concentrations (see table). Negative control was obtained
by substituting deionized water for the interferent. Magnesium concentration was
measured in 7 replicates using the above assay on the Abbott ARCHITECT ¢8000
Systems. A substance was not considered to interfere if percentage of interference
calculated as [Magnesium, . -Magnesium_ ]/[Magnesium %100 was within
7.5 and 10% for serum and urine respectively.

water- water-

Results: The effect of interferent substances studied, on the measurement of
magnesium at different target levels is shown in the table.

Interferent (highest conc. without Serum Serum interference [Urine Urine
interference) [Mg] mg/dL (%) [Mg] mg/dL interference (%)
Ascorbic acid 2.04 0.33
(Serum: 3 mg/dL) 392 L0.22 ?01 (z) ., '10'1677
(Urine: 200 mg/dL’) 6.39 0.08 : )
Glucose 2.08 -0.35
(Serum: 1200 mg/dL) 4.15 119 g gj 60;“;4
(Urine: 1000 mg/dL") 6.84 -2.03 :
Hemoglobin
(Serum: 500 mg/dL
1000 mg/dL ;g; 223 1.14 3.92
2000 mg/dL) 7'01 5'95 8.79 6.38
(Urine: 250 mg/dL . )
2000 mg/dL)
Conjugated bilirubin 1.80 0.71
(Serum: 60 mg/dL") 3.75 0.89 ?0821 ?}t;
(Urine: 60 mg/dL) 6.18 0.68 ’ ‘
1.95 2.80
Unconjugated bilirubin (60 mg/dL") 412 1.3
. . DL 6.73 231
Conjugated & unconjugated bilirubin 1.90 109
(60 mg/dL) 397 0.05
6.48 0.14
. 185 -5.35
Intralipid
(1000 mg/dL) Zgj Zg;
L Dopa 1.65 -0.75
f 381 -1.41
(5 mgidl) 629 093
Albumin 5.69
(50 mg/dL") 9.91
. 2.81
Inorganic phosphorus (278.8 mg/dL) 50
Boric acid 2.33
(1000 mg/dL") 9.00
6N HCI 2.57
(2.5 mL/dL") 1021
50% Acetic Acid 2.90
(6.25 mL/dL") 10.20
6N Nitric Acid 2.55
(5 mL/dL") 10.30
Sodium Fluoride 2.59
(400 mg/dL") 8.73

* Only one interferent concentration was tested.

" Significant interference observed at the stated interferent concentration.
Conclusion: The Abbott Next Generation Magnesium Assay is robust against
common interferents. In addition, the assay offers the advantage of lack of
interference from L-Dopa. Boric acid and hydrochloric acid can be used as suitable
urine preservatives; however, acetic acid, nitric acid, and sodium fluoride demonstrate
significant interference with this assay.

Development and Evaluation of a Liquid Chromatography-Mass
Spectrometry Method for the Determination of Creatinine in a Urine-
Based Standard Reference Material

J. E. Camara, K. W. Phinney. NIST, Gaithersburg, MD,

Background: The objective of this study is to develop and evaluate an analytical
method for the determination of creatinine in human urine for the purpose of assigning
a certified value to creatinine in a new Standard Reference Material. Creatinine levels
in both serum and urine are important indicators of kidney failure. In addition, very
low creatinine levels in urine may be indicators of adulterated specimens when testing
for drugs of abuse and levels of other analytes are often normalized to creatinine
to adjust for urine sample volume variations. The National Institute of Standards
and Technology (NIST) is developing a new Standard Reference Material (SRM) to
support accurate creatinine measurements in urine for the clinical community.

Methods: A preliminary experiment was performed to compare two different sample
preparation methods prior to liquid chromatography-mass spectrometry (LC-MS)
analysis: dilution in acidic solution and multi-mode cation exchange solid-phase
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extraction (MCX SPE). A human urine pool was spiked with stable-isotope labeled
d -creatinine as an internal standard and diluted 1:10 (v:v) with 0.01 M HCl to create
a master mix. Half of the master mix was processed using MCX SPE. The original
dilution and the eluted SPE samples were diluted an additional 1:10 (v:v) before
analysis. Calibrants were prepared by mixing SRM 914a Creatinine and d -creatinine
in a 0.01 M HCI solution. All samples were subjected to separation by reversed-
phase liquid chromatography on a C18 column with an isocratic gradient followed
by positive-mode electrospray ionization mass spectrometry detection using single
ion monitoring (SIM). The LC-MS parameters were the same as those previously
employed to successfully measure creatinine in serum. To ensure that creatine did not
interfere with creatinine measurements, SIM mass spectrometry was used to scan for
creatine in urine samples to ensure proper separation of these analytes by LC prior to
mass spectral detection. The accuracy of this method was evaluated with a recovery
study in which known levels of creatinine were spiked into the human urine pool.
Creatinine was added to urine at 4 clinically relevant levels within a range of 0.604
mg/g-4.35 mg/g.

Results: Dilution versus SPE sample preparation resulted in the same calculated
creatinine values with similar quality LC-MS results. This method displayed linearity
over the calibration range 0.5 pg/g-10 pg/g (0.05 mg/dL-1.0 mg/dL) creatinine, with
a creatinine:d,-creatinine ratio (mass:mass) range of 0.06-1.4, which is consistent with
dilutions of typically reported urine creatinine levels. Based on measurements from
two separate days, the values of creatinine in a urine pool were 0.627 mg/g and 0.604
mg/g, respectively, with within-run % CVs= 0.35 %-0.42 % and total % CV= 2.0 %.
The accuracy study resulted in a mean recovery of 104 %.

Conclusion: Due to the comparability of results from the different sample
preparations, the simpler dilution method was chosen for further evaluation. The
overall LC-MS method displayed linearity over a wide range of concentrations and
possesses appropriate precision and accuracy for use in assigning creatinine values to
urine-based Standard Reference Materials.

Re-centrifugation of original specimens significantly increases serum
Creatinine and Potassium values

H. Shafi, A. Santos, M. Schmidt, H. Sadrzadeh. Cedars-Sinai Medical
Center, Los Angeles, CA,

Background: In clinical laboratories, sometime there is a need to re-centrifuge the
original specimens (“clot” tubes) in order to better clarify and clean the serum or
plasma for further analysis. Also, in some instances, original tubes are centrifuged for
the second time (especially tubes without serum separating gel) to maximize serum/
plasma recovery. Recentrifugation is done to ensure there is an adequate volume of
serum or plasma for multiple repeating of different tests and/or to run additional tests
that are ordered hours after the original analysis was completed. To the best of our
knowledge there are no comprehensive studies to show the impact of recentrifugation
on the concentrations of different analytes. Thus, we decided to study the effect of
recentrifugation on the concentrations of glucose, sodium, potassium, chloride, BUN,
creatinine, bicarbonate, calcium, phosphorus, and magnesium.

Methods: A total of 27ml of blood was collected in 9 SST tubes (3ml/tube) from
healthy volunteers (n=6, 4 male, 2 females). This study was approved by internal
review board at our institution. All specimens were centrifuged at Ohrs, following
which they were stored at either RT or 4°C for 2, 4, 8, and 24hrs. Specimens were
centrifuged for second time at each time interval and concentrations of the above-
mentioned analytes were measured on Roche modular system.

Results: The preliminary results showed that recentrifugation increased the
concentrations of glucose, potassium, creatinine, bicarbonate, and phosphorus, to
some degree. However, concentrations of potassium and creatinine were significantly
increased following recentrifugation. The concentration of creatinine was increased at
RT and 4°C (44.4 + 13.4 and 41.6 + 8.8, mean + SD, percent increase from 0 to 24hrs
at RT and 4°C, respectively, p<0.0001). Also interestingly, concentration of potassium
was significantly increased in specimens stored only at 4°C for up to 24 hours (21.7 +
12.8, mean + SD, percent increase at 4°C, p<0.005). The concentration of bicarbonate
was also increased following recentrifugation (11.3 + 6.4 and 7.9 + 3.3, mean + SD,
percent increase at RT and 4°C); however not significantly.

Conclusion: Recentrifugation of original specimens increases the concentrations
of glucose, potassium, creatinine, bicarbonate, and phosphorus, to some degree.
Recentrifugation increases the values of creatinine and potassium, significantly.
Therefore, the concentrations obtained for the latter analytes after recentrifugation
should be interpreted cautiously.
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Pseudohyponatremia, Pseudohypokalemia and Pseudohypochloremia
Due to Lipoprotein X Interference

H. K. Lee, T. Sivakumar, S. S. Chaidarun, R. J. Comi, M. A. Cervinski.
Dartmouth Medical School & Dartmouth-Hitchcock Medical Center,
Lebanon, NH,

Background: Lipoprotein X (Lp-X) is an abnormal lipoprotein that may accumulate
in circulation during intra- or extra-hepatic cholestasis. It is characterized by high
concentrations of phospholipids (66% by weight) and unesterified cholesterol
(22%), as well as by low concentrations of protein (6%), cholesterol esters (3%),
and triglycerides (3%). Previous studies have demonstrated that when present at
elevated concentrations, Lp-X can produce an electrolyte exclusion effect leading to
erroneously low electrolyte concentrations, potentially leading to misdiagnoses and
the initiation of inappropriate electrolyte replacement therapy.

In this report we present the case of a 6l-year-old female patient with severe
prolonged obstructive biliary cholestasis secondary to pancreatic cancer, with high
Lp-X concentrations, resulting in pseudohyponatremia, pseudohyperkalemia, and
pseudohypochloremia.

Objectives: To identify the interfering lipoprotein producing erroneously low
electrolyte concentrations and to evaluate the use of an alternate methodology to
accurately quantify the patient’s electrolytes.

Methods: Total cholesterol, High Density Lipoprotein (HDL) cholesterol, direct
Low Density Lipoprotein (LDL) cholesterol, triglyceride, and electrolyte analysis
were performed using the Roche Modular or Cobas 6000 analyzer. Both platforms
utilize indirect ion-selective electrode technology for electrolyte analysis. Electrolyte
analysis was also performed on the Rapidlab 1250 blood gas analyzer (Siemens),
utilizing direct ion-selective electrodes.

Results: At presentation, the patient’s total cholesterol was 1,713 mg/dL, triglycerides -
436 mg/dL, HDL - 26 mg/dL, and LDL was undetectable (<10 mg/dL) via our direct-LDL
assay. Electrolyte concentrations via indirect ion-selective electrode analysis were: sodium
- 108 mmol/L (135-145 mmol/L), potassium - 2.8 mmol/L (3.5-5.0 mmol/L), and chloride
- 73 mmol/L (98-107 mmol/L). The patient plasma was clear and transparent, with a low
lipemic index. While Lp-X was not quantifiable by our in-house direct LDL method using
selective micellary solubilization, the presence of Lp-X was suggested by phospholipid,
free cholesterol, and cholesteryl ester analysis, which demonstrated a high concentration of
phospholipid (1043 mg/dL; ref. range: 155-275 mg/dL), high free cholesterol (361 mg/dL;
ref. range: <80 mg/dL) and a low concentration of cholesteryl ester (58%,; ref. range: 60-
80% of total cholesterol), values consistent with the constituents of Lp-X. An electrolyte
exclusion effect due to a significantly increased cholesterol concentration was suspected
when the patient failed to show an appropriate response to electrolyte replacement therapy.
The suspect electrolyte values of hospital day 5 (measured using indirect ion-selective
electrodes) were: sodium -115 mmol/L, potassium - 3.2 mmol/L, chloride - 85 mmol/L.
Repeat analysis of the above specimen on our blood gas analyzer demonstrated sodium,
potassium, and chloride concentrations of 127 mmol/L, 3.5 mmol/L, and 100 mmol/L,
respectively, confirming the existence of an electrolyte exclusion effect in this specimen.
Conclusions: Lp-X when present at significantly elevated concentrations can produce
erroneously low electrolyte results due to the well established electrolyte exclusion
effect. The interference in electrolyte analysis attributed to Lp-X decreased in
conjunction with the reduction in total cholesterol concentration to a point in which
both direct and indirect ion selective technologies produced comparable results.

Iso 15189 Accreditation Of Routine And Emergency Biochemistry

P. Pernet, E. Lasnier, N. Mario, B. Bénéteau-Burnat, F. Gerrier, M.
Vaubourdolle. AP-HP, Hopital Saint-Antoine, Paris, France,

Background: Since 2010, a new French legislation (n° 2010-49 dated 2010-01-13)
constrains a mandatory accreditation for medical laboratories under ISO 15189.
The French Committee of Accreditation (Cofrac), is the independent organism in
charge of accreditation. Medical laboratories have 6 years to achieve accreditation
of all biology activities. Routine and emergency activities of the laboratory of our
hospital are grouped as a unique laboratory since 2007, sharing a common quality
management system.

Methods: To anticipate the new legislation, an application was sent to Cofrac in June
of 2009 which regarded the whole laboratory quality management system but was
limited to biochemistry analyses. General biochemistry laboratory and emergency
laboratory (which includes emergency biochemistry) are located in two different

CLINICAL CHEMISTRY, Vol. 57, No. 10, Supplement, 2011 A25



Tuesday, July 26, 10:00 am — 12:30 pm

buildings. 29 plasma, 10 urinary and 3 CSF analyses performed on 4 multiparametric
analyzers (Beckman Coulter DxC800, AU400, AU640 and AU680) in the 2 locations
and 9 blood analyses performed on 2 blood gas analyzers (Radiometer ABL series) in
the emergency laboratory were submited to Cofrac.

Our medical laboratory created a quality group leaded by the laboratory quality manager.
Members were: head of the laboratory, medical directors, technical supervisors. This group
focused on quality management requirements of the ISO 15189 chapter 4. Moreover,
medical biologists focused on technical requirements of ISO 15189 chapter 5: training-
habilitation of laboratory staff, environmental conditions, laboratory equipment, pre- and
post-examination procedures, quality of examination procedures. Additional specific
requirements of the French legislation about external quality control and biological
validation of results were also taken into account.

Results: In accordance to ISO 15189 chapter 5, performance specifications for each
analysis were verified on the 4 multiparametrics and the 2 blood gas analyzers:
precision, trueness, measuring range (if pertinent), interferences. Measurement
uncertainty was calculated for each analysis. Results for precision and uncertainty
were compared to those from the french society of clinical biochemistry and from
Ricos specifications; all were found below fixed limits. Comparability of results
obtained on the 4 analyzers in the 2 locations (general biochemistry laboratory and
emergency laboratory) was contineously verified. Biological reference intervals were
also reviewed, and verified for plasma analyses on 20 healthy subjects.

In November of 2010, a 3-day initial audit of 2 Cofrac members (one biochemistry
technical auditor and one quality expert) evaluated our practices and their compliance
with the ISO 15189 norm. The audit revealed 18 gaps, included 2 critical gaps, to be
corrected within 6 months. An action plan was sent within 15 days as required by
Cofrac: modifications of the training-habilitation procedure corrected the first critical
gap, and for the second one, an improvement of temperature metrologic control was
planified.

Conclusion: This is the first experience of an ISO 15189 accreditation of a public
hospital laboratory of such size in France. Extension of ISO 15189 accreditation
to other activities (microbiology, hematology...) is scheduled before 2016 to be in
accordance with the new regulation.

Liquid-stable enzymatic assay for measurement of potassium on
clinical chemistry analyzers

S. M. Hubbard', R. A. Kaufman?, P. I. Mathe?, D. Thoenges', E.
Metzmann', T. Hektor'. 'DiaSys Diagnostic Systems GmbH, Holzheim,
Germany, *Specialty Assays, Inc., Hillsborough, NJ,

Potassium is one of the most important electrolytes in the human body. Potassium
ion concentration maintains the cellular electrochemical membrane potential and
is crucial for heart muscle action and neuronal functions. Monitoring the level of
potassium in serum is very important and it is a basic test in all emergency units.

Routinely used methods for the clinical determination of potassium are flame
emission spectroscopy (FES) and potentiometry with ion selective electrodes (ISE).
The FES, accepted as the reference method, has a high accuracy but a low throughput.
It cannot be integrated in a clinical chemistry analyzer. The ISE has a high throughput
and can be integrated into a clinical chemistry analyzer, but requires a lot of regular
maintenance for reliable performance. Although costs per test of FES/ISE seem to
be very low on a running system, investment as well as maintenance costs have to
be taken into consideration. A market need for a reliable and accurate photometric
test is obvious. There are some colorimetric, turbidimetric as well as enzymatic tests
already on the market, but the quality and the ease of use are not always satisfactory.
The liquid-stable, enzymatic DiaSys potassium assay is optimized for laboratories
with small or midsized clinical analyzers without an ISE. The assay is based on the
well-known potassium dependency of pyruvate kinase, which is coupled via lactate
dehydrogenase to the conversion of Acetyl-NADH to Acetyl-NAD'. Pyruvate
kinase activity is naturally influenced and interfered by other cationic electrolytes
and ammonia, which affects the correctness of the potassium determination. Several
additives and recombinant enzymes from specific organisms were used to counteract
these influences already described in the literature [Clin Chem (1989), 35/5, 817-820].

For the determination of potassium in human serum samples, the potassium dependent
enzymatic rate of pyruvate kinase is measured on a DiaSys respons®920 clinical
analyzer. The concentration is calculated from a multipoint calibration. The assay’s
precision in series is < 2% for samples with approx. 3 mmol/L potassium and < 1%
for samples of up to 6 mmol/L potassium. Precision from day-to-day is < 2% within
the whole measuring range from 1 to 8 mmol/L potassium. A method comparison
to FES (Eppendorf, EFOX 5053) shows a slope of b=1.046 and an intercept of a=-
0.163 mmol/L for n=55 serum samples, the correlation coefficient is r= 0.97. The
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mean bias to FES is 1.1%. There are no significant interferences within = 4.5% limits
from sodium between 100 and 180 mmol/L, ammonia, copper, zinc and iron up to 0.5
mmol/L, calcium up to 10 mmol/L, magnesium up to 8 mmol/l, lipids up to 1200 mg/
dL, bilirubin and ascorbic acid up to 30 mg/dL.

Our results demonstrate, that the DiaSys two-component enzymatic potassium assay
offers a suitable photometric method for small and medium-sized laboratories. The
reagent can be used manually as well as on routine clinical analyzers with a similar
performance as ISE and FES.

Biochemical picture of urinary low molecular weight compounds
among Romanian healthy subjects

L. L. Stefan', A. Nicolescu?, A. E. Stefan’, E. Kovacs*, C. Deleanu®.
'County Clinical Emergency Hospital, Department of Clinical Chemistry,
Craiova, Romania, *Petru Poni Institute of Macromolecular Chemistry,
Group of Biospectroscopy, lasi, Romania, *County Clinical Emergency
Hospital, Timisoara, Romania, *Carol Davila University of Medicine
and Pharmacy, Department of Biophysics and Cellular Biotechnology,
Bucharest, Romania, °C.D.Nenitescu Institute of Organic Chemistry,
Bucharest, Romania,

Background: The nuclear magnetic resonance spectroscopy method (NMR) is
used for the identification and quantification of metabolites present in biological
fluids. It has the advantage of being fast, requiring a small amount of sample and
providing a complete picture of the composition of biological samples. In general,
each research group builds its own database by defining the normal population and
the corresponding reference intervals. In the literature there are few studies that have
investigated the biochemical changes in urine of healthy subjects due to age, sex, diet
characteristics, body mass index or time and storage temperature of urine samples.

In this study we obtained the global profiles of biochemical composition in urine
samples from healthy individuals living in Romania and evaluated the gender-
related and age-related urinalysis differences by proton nuclear magnetic resonance
spectroscopy ('"H-NMR). We established the reference range for 18 metabolites as
well. The metabolic profiles were compared with 'H-NMR urine profiles of Italian,
Greek, British, Swedish healthy subjects and volunteers living at Artic Scientific Base
in Svaldbard. Data obtained for the normal population by other analytical techniques
(HPLC, GC-MS, LC-MS) was included.

Methods: 104 normal subjects living in Romania were recruited with the following
characteristics: absence of metabolic diseases, hypertension, urinary infections,
renal impairment and alcohol consumption for 24 hours before sampling. The NMR
spectra were recorded on a Bruker Avance DRX 400 MHz spectrometer operating
at 9.4 Tesla. Metabolite concentrations were expressed in mmol/mol of creatinine.
Statistical analysis was performed with CBStat 5.1.

Results: There are gender-related differences in the excretion of citrate, lactate,
3-hydroxyisovaleric acid, alanine, trimethylamine-N-oxide, glycine and hippurate
between males (n=46) and females (n=58) in healthy Romanians. The healthy
subjects above 35 years old (n=54) tended to have higher urinary concentrations of
trimethylamine-N-oxide, dimethylamine and 3-hydroxyisovaleric acid compared to
subjects below 35 years old (n=50). There are significant differences in the urinary
excretion of alanine and 3-hydroxyisovaleric acid between Romanian volunteers
below (n=61) and above (n=43) 45 years of age. There are significantly decreased
differences in the excretion of citrate, hippurate, glycine and trimethylamine-N-oxide
and increased excretion of alanine and dimethylamine in Romanian healthy subjects
vs. Italian normal group. Average concentrations obtained for lactate, citrate, alanine,
trimethylamine-N-oxide and glycine are significantly increased in healthy Romanians
compared to the values from the group of volunteers from Svaldbard Scientific Base.
In the Romanian volunteers men excreted lower concentrations of trimethylamine-
N-oxide than women, whereas the excretion of this metabolite in Greek men was
higher. There are significant differences between the excretion of lactate, citrate,
dimethylamine, trimethylamine-N-oxide in Romanian Healthy Subjects vs. Greek
volunteers above and below 45 years old. The qualitative metabolic picture showed
differences between the excretion of dimethylamine and similar profiles for citrate,
hippurate and glycine in Romanians vs. British and Swedish healthy groups.
Compared with data recorded by other analytical techniques we obtained significant
differences for hippurate, glycine and 3-hidroxyisovaleric acid.

Conclusion: There is a strong need for large inter-laboratory and inter-country
trials for establishing normal ranges and geographical variations of metabolite
concentrations in urine by 'H-NMR method.
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Serum Indices Measurement: Hemolisys, Lipemia and Icterus as
hidden source of errors for arterial blood gas analysis

G. Lippi!, G. Salvagno?, M. Gelati?, G. Cervellin®, G. Brocco?, G. Guidi®.
'U.0. di Diagnostica Ematochimica, Azienda Ospedaliero-Universitaria
di Parma, Parma, Italy, *Sezione di Chimica Clinica, Dipartimento di
Scienze della Vita e della Riproduzione, Universita degli Studi di Verona,
verona, Italy, 3U.O. di Pronto Soccorso e Medicina d’Urgenza, Azienda
Ospedaliero-Universitaria di Parma, Parma, Italy,

Background: Several studies have documented the burden and the type of
preanalytical errors in different realities worldwide, but most of them have focused on
errors related to clinical chemistry, coagulation and hematological testing, while no
reliable information has been provided so far on preanalytical errors related to arterial
blood gas (ABG) analysis. We investigated serum index in all routine samples referred
to our laboratory for ABG analysis over a 1 month period.

Methods: All specimens were systematically analyzed for Serum Indexes (SI)
immediately after ABG analysis has been completed, by transferring the blood into
secondary tubes, and further centrifugation at 1500xg per 5 min. In vitro hemolysis
has then been assessed on Cobas C501 (Roche). We fixed a cut-off value of 60 for
Hemolysis Index (HI, i.e, cutoff of visible hemolysis), 30 for Lipemia Index (LI) and
2 for Icterus Index (II) respectively.

Results: Out of a total of 253 ABG specimens received in our laboratory throughout
the 1-month study period, we identified 12 samples (5%) with various degree of
hemolysis, 33 samples (13%) with lipaemia and 34 (14%) for icterus. A notable
difference in haemolysed samples was observed between Emergency and Clinical
Departments (7% vs. 4%, p<0.05) (data shown in table 1).

Conclusions: A significant number of specimens referred for ABG analysis are plagued
by hemolysis as well as lipaemia and icturus. The former case is due to inappropriate
preanalytical conditions (e.g., cumbersome collection). As Our procedure (rapid
centrifugation of samples followed by SI assessment on plasma) is a suitable approach to
identify unsuitable specimens and limit delivery of unreliable results.

Table 1

Serum Index

Sample
Hemolysis Index Lipaemia Index Teters Index
[

<60 >60 <30 >30 <2 >2
Al Samples 241 12 220 33 219 34
n(%) ©5%)  (5%) | (87%) = (13%) (87%) (16%)
Emergency
e | @2 egw | B g0 | w1
n (%) (93%) (89%)  (11%) = (89%)  (11%)
Clinical
Do rmiai| 159 6 142 23 141 24

.06 (96%)  (4%) = (86%) = (14%) = (85%) = (15%)

Abbott ARCHITECT ICT (ISE) Module Evaluation of NIST SRMs
and Sigma Metrics

J. L. Seago, Q. Li, D. Pistone. Abbott Laboratories, Irving, TX,

Objective: Characterize NIST Serum based SRMs 909¢ and 956¢ for re-
standardization of Na/K/Cl serum calibrators for Abbott ARCHITECT Integrated
Chip Technology (ICT), solid-state ISE module, because SRM 909b is no longer
available.

Relevance: ARCHITECT ICT Serum Calibrators previously traceable to SRM 909b
will need to be traceable to one or more of the proposed replacements, NIST SRM
909¢ and 956¢.

Methodology: 5 day Precision study with SRM 909b, 909¢ and 956¢ (5 reps twice
per day using fresh ampoules/bottles and calibration daily). Three ICT modules, 2, 6
and 9 months old, and concentrated ICT Sample Diluent were used with ARCHITECT
¢8000 and ¢16000. Urine results were obtained from SRM 919 (NaCl), SRM 918
(KCI) and Linearity Standards.

Validation; SRMs were evaluated for Precision (EP5-A2) and Accuracy.
‘ARCHITECT Results’ in the table are the average of 150 determinations over 5 days
and three analyzers. Sigma metrics were calculated using the Westgard.com formula
{Sigma=[TEa(%)-Bias (%)]/CV(%)} using the precision data, bias based on recovery
of SRM target values and TEa from the RiliBAK.

Results:
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Conclusion: The combined results from three instruments show that the ICT system
is stable, precise and accurate with all three SRMs. The measurement uncertainty for
Chloride in SRM 956c¢ is too large for anchoring Calibrators. SRM 909c, in 2 mL
ampoule size, has no Potassium or Chloride values assigned by NIST and the single
Sodium concentration is a “Reference,” not a “Certified,” value which makes its use
questionable. Continued serum Calibrator traceability to NIST may require the use of
multiple SRMs. Sigma metrics demonstrate accuracy and precision of the Abbott ICT
Module which is well suited for use in the Clinical Chemistry Laboratory providing
Na/K/Cl results within 3 minutes from 15uL of Serum, Plasma or Urine and warranted
for 20,000 samples (60,000 tests) or three months use.

Investigation of metabolic disorders associated with type 2 diabetes
mellitus by proton magnetic resonance spectroscopy (1H-NMR)

L. 1. Stefan', A. Nicolescu?, S. G. Popa®, M. Mota*, E. Kovacs’, C.
Deleanu®. ‘County Clinical Emergency Hospital, Department of Clinical
Chemistry, Craiova, Romania, *Petru Poni Institute of Macromolecular
Chemistry, Group of Biospectroscopy, lasi, Romania, ’County Clinical
Emergency Hospital, Department of Diabetes and Metabolic Diseases,
Craiova, Romania, *University of Medicine and Pharmacy, Department
of Diabetes and Metabolic Diseases, Craiova, Romania, *Carol Davila
University of Medicine and Pharmacy, Department of Biophysics and
Cellular Biotechnology, Bucharest, Romania, °C.D.Nenitescu Institute of
Organic Chemistry, Bucharest, Romania,

Background: In spite of the great number of published papers on nuclear magnetic
resonance (NMR) urine analysis, and the existence of several groups around the world
active in the field, there are only a few published results on metabolites determined in
diabetes mellitus (DM).

Objectives: The aim of the first section of the study was to compare the NMR
urine profile between healthy subjects and type 2 DM patients, trying to obtain a
reliable expression of metabolic control and the degree of the progression of diabetic
complications in condition of absence of renal complication of diabetes mellitus. In
the next section of the study patients with type 2 DM were evaluated according to age
and body mass index and the NMR profile of metabolites concentrations established.
In the last section we compared the NMR spectra and the pattern of urinary metabolite
excretion in terms of duration of type 2 DM.

Materials and Methods: Serial urine samples of 104 healthy subjects and 121 type 2
diabetes mellitus (DM) patients were examined by proton nuclear magnetic resonance
spectroscopy ("H-NMR). The patients had a history of type 2 DM less than 5 years
were hospitalized in Diabetes and Metabolic Diseases Department. The NMR spectra
were recorded on a Bruker Avance DRX 400 MHz spectrometer, using a 5 mm inverse
detection multinuclear probe equipped with gradients on the z-axis. To 0.9 ml urine,
0.1 ml of stock solution of 5 mM sodium 3-(trimethylsilyl)-[2, 2, 3, 3-d,]-1-propionate
(TSP) in D,0 has been added. The 'H-NMR spectra have been recorded with water
presaturation. The data were calculated using CBStat version 5.1.The results are
evaluated in mmol/mol of creatinine.

Results: A significant difference between the excretion of 3-hydroxyisovaleric acid
(0.01<p<0.02), hippurate and creatine [(0.02<p<0.05)], valine (0.002<p<0.01),
alanine, gamma-aminobutyrate, glycine, trimethylamine-N-oxide and citric acid
[(p<0.001)] at the healthy subjects and type 2 DM patients was found. The values
for trimethylamine, pyruvate, dimethylamine, acetic acid and lactic acid are similar
in both groups. The type 2 DM patients above 55 years old tended to have higher
urinary concentrations of lactic acid (0.01<p<0.02) than patients below 55 years old.
We obtained that the concentrations of valine, lactate, pyruvate and trimethylamine
in diabetics increased with the increase of body mass index. There are higher urinary
concentrations for alanine, 3-hydroxyisovaleric acid, citrate and dimethylamine in
newly diagnosed type 2 DM patients, while the values for hippurate increased with
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the increase of duration of type 2 DM. The urinary excretions of pyruvate, gamma-
aminobuthyrate, glycine and trimethylamine-N-oxide are higher in patients with
duration of type 2 DM less than 1 year.

Conclusions: The present study, provided a metabolic trend in urine NMR profiling
of type 2 DM patients and underlined the need for larger studies, including extensive
interlaboratory trials in order to asses the influence of different factors on the NMR
diagnosis of diabetes. Type 2 DM urinary metabolites are interesting in various
aspects, such as providing clues for the biochemistry and mechanisms of the disease
or potential early diagnostic markers in diabetes renal involvement.
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Utility of Qualitative Result Frequency Tracking in the Clinical
Immunology Laboratory

M. W. Ettore, M. R. Snyder, H. A. Homburger. Mayo Clinic, Rochester, MN,

Background: Consistent performance of clinical laboratory tests can be adversely
impacted by changes in a variety of underlying factors. Modern laboratories invigilate
against such threats in most, if not all, of their tests by periodic analysis of control
materials. Application of multi-rule algorithms to control results increases sensitivity
to changes in test performance, yet this approach is still unable to detect some subtle
shifts of potential clinical significance. This difficulty can be due, in part, to instability
of control materials, different matrix composition and dilution procedures relative
to patient samples, and the relative infrequency of control testing. To mitigate these
complications, several patient-based quality control strategies have previously
been proposed. Such approaches typically employ the numeric value of patient test
results as a basis for calculation, and are therefore not necessarily applicable to the
monitoring of semi-quantitative or qualitative tests, nor easily utilized to compare the
performance of tests which do not report on the same numeric scale--as is the case
for many antibody assays. We present a previously undescribed method of patient-
based quality control which avoids such drawbacks by monitoring moving averages
of qualitative result frequency rates.

Methods: Initial implementation consisted of monthly tallying of results reported
within each qualitative reporting range and graphing as a percentage of all results
reported within the same period. Improvement of the method introduced exclusion of
clinical trial participants (whose result frequencies may differ from the typical testing
population), determination of 25-200 day moving averages plotted at the daily level,
and the addition of automated flagging to indicate when moving averages of differing
periods diverge by more than 2-3 standard deviations from mean separation. Graphs
are reviewed on a weekly basis for evidence of significant deviation from previous
performance.

Results: A 10-12% increase in equivocal and positive results was observed in an
ELISA for antibodies to proteinase 3; investigation revealed that this shift correlated
to a lot change which introduced new sources of antigen, conjugate, standards, and
controls; rates returned to acceptable levels upon switching to a test from another
manufacturer. An ELISA for anti-nuclear antibodies exhibited an 8% drop in negative
results after being moved to a new automated platform; rates rebounded by 4%
after changes in the wash program, but dropped another 10% upon switching to a
lot subsequently recalled by the manufacturer; rates returned to original levels after
switching from the recalled lot. A 3% increase in negative results corresponding to lot
change was observed in an ELISA for antibodies to deamidated gliadin; discussions
with the manufacturer revealed that antigen concentration had been decreased in assay
wells, but performance changes were not detectable by their own quality testing.
Conclusion: Moving averages of qualitative patient result frequencies provide a useful
quality control tool for the monitoring of semi-quantitative and qualitative tests of
medium to high volume. By incorporating large numbers of results, this approach exhibits
sensitivity to subtle changes in test performance not detectable by other means.

Pre-analytical Variables Affecting the DiaSorin Liaison® Vitamin
D Assay

D. Nowak, L. Stezar, L. Mehlberg, J. Zajechowski, V. Luzzi, C. S.
Feldkamp. Henry Ford Hospital, Detroit, M1,

Background: Recent interest in the measurement of serum vitamin D for numerous
endocrine conditions has generated its share of controversy from an analytical
standpoint. An understated factor in clinical laboratory analysis is the effect of
proper storage conditions on the precision and accuracy of the assay. A number of
pre-analytical factors common to multi-hospital/multi-site systems can influence test
accuracy including: sample handling at site of draw, transportation delays, processing
delays, and improper storage at any step. Additional common confounding factors
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include presence of excessive lipemia or hemolysis.

Methods: We have evaluated the stability of vitamin D in the Diasorin Liaison
chemiluminescence assay at 4° and 25° C over one week and the impact of hemolysis
and lipemia on test accuracy. This competitive binding assay includes incubation
of patient serum and isoluminol derivative-conjugated 25-hydroxy-vitamin D with
anti-vitamin D coated microparticles followed by chemiluminescence detection.
Patient serum is stored at 4°C awaiting assay. For the stability study, three pools of
de-identified patient specimens designated as low (13 ng/mL), medium (28 ng/mL),
and high (53 ng/mL) vitamin D were assayed daily in singlet. Pools were utilized
to allow repeated serial sampling of specimens throughout the experimental course.
Single measurements approximate the reality of clinical testing. To measure the
impact of hemolysis on vitamin D concentration, a hemolysate was prepared by
treating an ethylenediaminetetraacetic acid plasma specimen to one freeze-thaw
cycle. Increasing volumes of the hemolysate (1, 5, 10, 20, and 50 pL) were added to
each of five aliquots of each pool. The final hemoglobin concentration was estimated
based on the hemolysis index (range 5 - 600 mg/dL; Hb index 4 = 100-200 mg/dL). To
study the effect of lipemia, specimens containing average triglyceride concentrations
of 1,000 mg/dL, 500 mg/dL or 300 mg/dL were used to prepare a low, medium and
high triglyceride pool. Vitamin D was measured in these pools by triplicate, before
and after centrifuging the pools in an Airfuge® ultracentrifuge (Beckman, Inc) for
10 minutes. Imprecision between measurements, expressed as the % coefficient of
variation (CV) was calculated.

Results: For the stability study, the %CV of all the pools measured from day 1 to day
8, ranged between 9% and 19% for specimens stored at room temperature or at 4°C.
Hemolysis caused underestimation of specimens with hemolysis indexes greater than
five but only in the high concentration vitamin D pool (63 ng/mL). For the lipemia
study, the %CV for all the pools ranged between 4% and 12%. The CV between-run
on QC samples for the assay are 8% and 15% at 16ng/mL and 53 ng/mL, respectively.

Conclusions: Overall, vitamin D measured by the Liaison is stable at least eight days
at either 4 or 25 °C and is not affected by the presence of moderate hemolysis and
lipemia. In specimens with severe hemolysis, and high concentrations of vitamin D,
an underestimation of vitamin D may occur. However, the clinical relevance of this
effect was not evaluated.

Roadmap for harmonization of clinical laboratory measurement
procedures

W. G. Miller!, G. L. Myers?, M. L. Gantzer®, S. E. Kahn*, E. R.
Schonbrunner®, L. M. Thienpont®, D. M. Bunk’, R. H. Christenson®, J.

H. Eckfeldt’, S. F. Lo, C. M. Niibling"!, C. M. Sturgeon'?. 'Virginia
Commonwealth University, Richmond, VA, ?’American Association for
Clinical Chemistry, Washington, DC, 3Siemens Healthcare Diagnostics,
Newark, DE, *Loyola University Health System, Maywood, IL, °Life
Technologies, Benicia, CA, ‘Ghent University, Ghent, Belgium, "National
Institute of Standards and Technology, Gaithersburg, MD, *University of
Maryland, Baltimore, MD, *University of Minnesota, Minneapolis, MN,
""Medical College of Wisconsin, Milwaukee, WI, " Paul-Ehrlich Institut,
Langen, Germany, ’Royal Infirmary of Edinburgh, Edinburgh, United
Kingdom,

Background: The objective was to develop a process to improve harmonization of
laboratory results for measurands that do not have reference measurement procedures.
Results from clinical laboratory measurement procedures must be equivalent to enable
effective use of clinical guidelines for patient management. A limitation for such
measurands has been inadequate definition of the measurand, inadequate attention
to the commutability of reference materials, and lack of a systematic approach for
harmonization.

Methods: The AACC convened an international conference in 2010 to improve
harmonization of laboratory results for measurands that do not have reference
measurement procedures. Laboratory, clinical, metrology and regulatory organizations
were invited to send representatives. The 90 participants examined issues and potential
processes, and agreed on an achievable path forward.

Results: An infrastructure (see figure) consisting of a harmonization oversight group
(HOG), specialty work groups (SWG), and harmonization implementation groups
(HIG) will be created and may be housed by an existing organization. The HOG
will coordinate all activity and will solicit and receive input from clinical practice
and laboratory organizations, in-vitro diagnostics industry, journal editors, research
organizations, and government or regulatory agencies. Structured checklists will
be used to prioritize measurands and secure funding based on input and analysis by
a SWG formed to address a specific measurand. A HIG will manage the technical
implementation of a harmonization process for a specific measurand. Technical
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procedures will be developed that include individual clinical sample panels,
commutable reference materials and manufacturers’ internal calibration controls.
The harmonization procedures should be in accordance with the JCTLM quality
system and lead to JCTLM listing. Thus, manufacturers will be able to implement
harmonization in conformance to regulatory requirements.

Conclusion: The AACC is committed to supporting further development of the
infrastructure and technical operations needed to support harmonization for these
types of measurands.

Clinical practice groups Laboratory practice groups
\ Harmonization /
Oversight Group

25 If measurand is not
b dd d
If work underway, _~Evaluate . cre;;tgeaa ressed,
refer to that group measurand ,
prop Specialty Work Group
N i « Review priority and

Y feasibility using a
checklist
Solicit champion and funding « Recommendation to

« Clinically affected entity Harmonization
« Economically affected entity Oversight Group

l

Create a Harmonization Implementation Group
« Technical plan
« Surveillance plan
« Implement the plans
« Achieve JCTLM listing

Accuracy of data generated through an External Quality Assessment
programme for analytical parameters from a chemistry control
material

S. Doherty, J. Campbell, P. Armstrong, P. Fitzgerald. Randox Laboratories
Ltd., Crumlin, United Kingdom,

Background: Internal control materials are used routinely for the daily monitoring
of analytical performance. They are provided generally in two formats; precision
(with approximate target values) to which the laboratories assign their own targets
and ranges and then assayed (with assigned target values already defined). The
provision of predefined target values reduces the workload for a laboratory and can
also minimise bias that could remain undetected by the use of precision material.
These benefits are only achieved if the target values are accurate and reliably assigned.

Relevance: We report here the accuracy of target values, assigned to internal quality
control materials, by an external quality assessment scheme with a large population of
participating laboratories. This was determined by comparing target values assigned
to the same material by reference methods. This is relevant for laboratory internal
control as it indicates that the values assigned to the assayed material are close to
the true values. Such assayed quality control materials can facilitate reliable bias
assessments.

Methodology: Chemistry control materials (HN1530 and HE1532), covering a range
of concentrations, were used. Their target values were previously assigned through
generation of all method consensus means, by the External Quality Assessment
(EQA) programme ‘Randox International Quality Assessment Scheme’ (ISO/IEC
Guide 43-1:1997 accredited). The same controls concurrently had target values, with
known uncertainties, assigned by reference laboratories utilizing assigned reference
material and methods (isotope dilution mass spectrometry, atomic absorption and
flame photometry).

The 5000 participants registered on the clinical chemistry programme provided a large
number of results, after removal of outliers, to generate the consensus means. Target
values for 11 chemistry parameters (calcium, chloride, cholesterol, creatinine, lithium,
magnesium, potassium, sodium, total protein, triglycerides and uric acid) assigned
through the EQA and reference methods, were compared and the average % deviation
calculated.

Results: From the 11 parameters assessed, 3 parameters (chloride, cholesterol and
sodium) showed an average %deviation, between the EQA and reference method
determinations of less than 0.7%, 6 parameters (creatinine, lithium, magnesium,
potassium, total protein and uric acid) showed % deviations of less than 1.9% and 2
parameters (calcium and triglycerides) of less than 2.5%. The maximum individual
%deviation observed was 6% for calcium, the other parameters tested ranged from
0% to 3.6%. It was observed that the majority of the all method means generated, fell
within the uncertainty ranges quoted for the reference values.

Conclusion: The data for the 11 chemistry parameters indicates that the internal
quality control target values, derived from the reported EQA programme, are
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comparable to values produced by reference methods. This is relevant as a means for
confirming accuracy of assigned internal quality control values, leading to error, time
and cost reduction when compared with precision control material.

Monitoring absolute bias and harmonization by PT-EQA - five year
experience from the Netherlands

C. Cobbaert', P. Franck?, A. Kuypers?, H. Steigstra®, R. de Jonge®, J.
Klein Gunnewiek®, D. van Loon’, C. Weykamp?®. 'Leiden University
Hospital, Leiden, Netherlands, ’Haga Hospital, Den Haag, Netherlands,
’Maasziekenhuis Pantein, Boxmeer, Netherlands, “SKML, Nijmegen,
Netherlands, ’ERMC, Rotterdam, Netherlands, °Ziekenhuis Gelderse
Vallei, Ede, Netherlands, ’Sint Antoniusziekenhuis, Nieuwegein,
Netherlands, *Beatrix Hospital, Winterswijk, Netherlands,

Background: Comparability of results among laboratories is a major mission for
medical laboratories. The monitoring of harmonization and standardization is a
standard part of the Proficiency Test programmes of the Dutch EQA Organizer SKML.
In the general chemistry programme EQA-samples are commutable, fresh frozen
human sera (CLSI C37-A2 for lipids), targeted with definitive/ reference methods
by JCTLM endorsed reference laboratories. The EQA-design used guarantees that
samples can be seen as trueness verifiers, allowing to evaluate absolute bias. In
the annual cycle of the Dutch EQA programme 24 samples, covering the clinically
relevant range, are assayed by the 220 participating laboratories at biweekly intervals.

Methods: To monitor harmonization trends overall interlaboratory CVs were used
as study parameter. Median interlaboratory CVs of the programmes in 2005 and
2010 were compared to demonstrate evolution of harmonization in 2005-2010. In
addition and for each analyte, absolute biases were calculated from the deviations of
the individual values to the target values per method group and overall, both for the
2005 and 2010 EQA-programmes. The median absolute bias per individual lab was
checked against the allowable bias criterion, and the percentage of labs that pass the
allowable bias criterion is monitored.

Results: Median interlab CVs of the monovalent electrolytes Na“, K*, CI- range
between 0.9-1.4% and did not improve between 2005 and 2010. The exception was
Li* for which the median interlab CV improved from 13.5% in 2005 to 5% in 2010.
Median interlab CVs of Ca*, iron, phosphate, urea, creatinine and glucose dropped
from 6% to 3%, with major improvements for creatinine and glucose. Median interlab
CV of Mg*" detoriated, with a median interlab CV of 4.0 % in 2005 and 5.4% in
2010. For enzymes (ASAT, ALAT, y-GT, ALP, CK, LD, a-amylase) the overall
median interlab CV decreased from 42% in 2005 to 28% in 2010, whereas for the
completely [IFCC-standardized enzyme method groups median interlab CVs narrowed
to 4.3-8.2% in 2010. In the group of lipids and apolipoproteins median interlab CVs
were halved in 2010 as compared to 2005, coming down to <3% for cholesterol and
TG, and to <7% for HDLc, LDLc, apo Al and apo B. In a rest group of analytes
-encompassing osmolality, lactate, total protein, albumin, bilirubin- median interlab
CVs were constant for osmolality, lactate and total protein between 2005 and 2010
but increased for albumin and bilirubin, the latter due to the restandardization in 2010.
In general, the improvement in interlab CVs over the past five years was paralleled by
a reduction in absolute bias and an increase in the % of labs that pass the allowable
bias criterion (>70-99.2%).

Conclusion: The SKML EQA programme, using commutable, targeted multi-level
samples, proves to be a powerful instrument to establish absolute bias and the status
of harmonization. The interlab CV’s in 2010 were in general better than those in 2005,
median interlab CVs becoming < 5% for electrolytes and substrates, and < 10% for
enzymes, lipids and others.The percentage of labs meeting the allowable bias criteria
has improved and ranges between 70-99.2% in 2010.

The potential diagnostic pitfalls in capillary electrophoresis: A clinical
study with review of the literature

S.Y. Cho', Y. Kim?, T. S. Park!, H. J. Lee', J. Suh'. 'Department of
Laboratory Medicine, Graduate School, Kyung Hee University School of
Medicine, Seoul, Korea, Republic of, The Catholic University of Korea,
Seoul, Korea, Republic of,

Capillary electrophoresis (CE) is being increasingly used in clinical laboratories
due to its high throughput, quickness, and technical convenience. However, several
problems with CE have been also reported. Here we describe 3 unusual cases for
which CE with Minicap (Sebia, Lysse, France) was done in our laboratory. Case
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no.1; August 2010, a 56-yr-old Korean man was transferred to our hospital due to
sudden left side weakness. Brain CT with contrast (Iopamidol) enhancement revealed
cerebral infarctions. Right after contrast injection, CE was done for routine protein
analyses. Despite the unremarkable results in quantitative assay of immunoglobulin
and free light chain (LC), CE showed a suspicious peak in both serum and urine on
alpha2 regions, which were not immunosubtracted in immunotyping. After 6 days,
the complete disappearance of those peaks was confirmed in both kinds of specimens.
Concluded to contrast interference, the patient was discharged after 10 days for
outpatient follow up. Case no. 2; August 2010, a 50-year-old male was admitted for an
altered mentality. Brain CT with iopamidol showed acute cerebral infarctions. About
1 week later, urine CE presented a small but discrete peak that was not subtracted in
immunotyping. Six days later, we identified the complete disappearance of this small
peak in the urine specimen, just like case no.1. Case no. 3; A 61-year-old Korean
female with nephritic syndrome was admitted to our hospital on 3 September 2010,
because of aggravated back pain. Serum CE shows no definite peak, however, lambda
FLC was markedly increased and the kappa/lambda free LC ratio was drastically
reversed in both serum and urine. Moreover, there was a discrete peak on alpha2
region in urine CE and confirmed to the lambda LC in immunotyping. Following
radiologic findings presented multiple punched-out bone lesions and BM aspirations
showed 20.2% plasma cells in all nucleated cells. Conventional gel electrophoresis
revealed clear band of restriction in the gamma region in both kinds of specimens, and
immunofixiation electrophoresis identified it as lambda LC. Finally, the patient was
diagnosed with plasma cell neoplasm.

In the literature review, there were two previous cases that describe pseudoparaproteinemia
by contrast interference in CE. To our knowledge, our cases make the third sets of reports.
Topamidol involved in 3 cases and all of these peaks lied within alpha-2 or beta region.
Important point to differentiate from real monoclonal peak was that false peaks by
contrast materials are not immunofixated and immunosubtracted. However, we could not
find a comparable case study with our case no.3. Although the reason is not fully known,
a limitation of the UV detection method in CE can be recognized as one of causes to
decrease the sensitivity. Moreover, the presence of interfering substances is considered
as be challenges to overcome. Through these 3 cases, we decided to perform gel
electrophoresis as well as CE on questionable samples for monoclonal components and
instructed clinicians not to collect blood for CE shortly after contrast injection. We suggest
that multiple methodologic modalities should be combined in diagnosing and monitoring
plasma cell neoplasm and related disorders.

Methotrexate Interference in Urine pH Using the Clinitek Status
Dipstick Analyzer

C. Koch, B. Burns, A. Wockenfus, J. Schilling, J. Lieske, B. Karon. Mayo
Clinic, Rochester, MN,

Background: Patients undergoing methotrexate therapy require frequent monitoring
of urine pH to prevent crystallization of methotrexate metabolites in the kidneys
which can lead to renal failure. The standard methotrexate treatment protocol
requires that urinary pH be maintained between 7.0 and 8.0, which is accomplished
via administration of bicarbonate. We recently noted that pH values obtained using
the Clinitek Status (Siemens Healthcare Diagnostics, Inc., Deerfield, IL) are often
clinically discordant from those obtained using pH meters (Accumet AR15 and XL15,
Fisher Scientific, Pittsburgh, PA), which are used in our practice to measure the pH
of highly colored urines that could interfere with Clinitek readings. The discordance
between Clinitek and pH meter values can make it difficult for care providers to make
decisions regarding the appropriate bicarbonate dose required to achieve urinary
alkinization.

Methods: To evaluate potential methotrexate metabolite interference in the Clinitek
Status dipstick method, 116 urine samples from four patients receiving methotrexate
treatment were tested for pH using the Clinitek Status dipstick analyzer and an
Accumet ARIS or XL15 pH meter. To determine if differences in pH are unique
to patients receiving methotrexate, we compared pH measurements made using the
Clinitek Status and Accumet AR15 pH meter on 50 samples with pH values between
6 and 9 from 50 patients not receiving methotrexate. In both patient populations we
defined acceptable bias as <0.5 pH units. Clinical concordance was defined as results
from both methods within or outside of the 7.0 - 8.0 target pH range. Since the original
clinical protocols were developed using the dipstick method, the Clinitek Status was
treated as the reference method.

Results: For methotrexate patients, the mean bias (SD) was -0.71 + 0.37 pH units,
while the mean bias (SD) for non-methotrexate patients was -0.37 + 0.30 pH units.
Of the 116 methotrexate specimens tested, 27 (23.3%) were within 0.5 pH units and
31 (26.7%) were concordant within the range of 7.0 - 8.0. Of the 50 non-methotrexate
specimens tested, 33 (66.0%) were within 0.5 pH units and 25 (50.0%) were
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concordant within the range of 7.0 - 8.0.

Conclusion: The pH meter demonstrated a systematic negative bias on both
methotrexate and non-methotrexate patient urine samples. The negative bias is
exaggerated in urine from patients receiving methotrexate, most likely due to the
bright yellow color of the sample caused by methotrexate metabolites that could
interfere with the dipstick reading. Despite this apparent bias, clinicians may still
prefer using a dipstick to monitor urinary pH in patients receiving methotrexate, since
the clinical protocols were developed using a dipstick. Laboratories that use a pH
meter to confirm the pH of highly colored urine samples should be aware of the bias
between dipstick and pH meter results, which could cause confusion to providers
using the methotrexate protocol with both pH meter and dipstick results.

Effect of Iron Status, Age, and Gender on a Transferrin/TIBC
Conversion Factor

J. S. McDonald, L. J. Ouverson, N. A. Baumann. Mayo College of
Medicine, Rochester, MN,

Background: Total iron-binding capacity (TIBC) and serum iron are commonly used
to calculate percent saturation of transferrin (TRF), a measurement of overall iron
status. TIBC has traditionally been measured indirectly from UIBC and serum iron,
and laboratories have been replacing TIBC assays with direct and more robust TRF
assays. In order to keep percent saturation reference ranges consistent, TRF results are
typically multiplied by a factor to convert back to TIBC before calculating saturation.
However, this conversion factor is not standardized between laboratories and it is
uncertain whether a single factor is applicable to all patient populations. The purpose
of this study was therefore to examine the TRF to TIBC conversion factor over a wide
population and determine how it may be influenced by iron status, age, and gender.

Methods: A retrospective review was performed on 1271 patients (658M/613F) who
underwent TRF, TIBC, serum iron, and ferritin testing at Mayo Clinic, Rochester from
2006 to 2011. Patients were classified into iron-depleted (ferritin<l1 mcg/L in females
and <24 mcg/L in males, n=157), normal (ferritin 11-307 mcg/L in females and 24-
336 mcg/L in males, n=850), iron-overloaded (ferritin 307-999 mcg/L in females
and 336-999 mcg/L in males, n=196), or highly overloaded (ferritin>1000 mcg/L,
n=68) subgroups based on their ferritin results. The TRF to TIBC conversion factor
was determined for the entire population and for each subgroup by linear regression
analysis of TRF and TIBC results. Percent saturation was calculated by dividing serum
iron by TIBC, TRF, or TRF multiplied by the population, subgroup, or previously
published conversion factors. Correlation between TIBC-calculated saturation and
TRF-calculated saturation was determined by linear regression. Concordance between
percent saturation calculations was defined as similarly categorizing results as low
(<15%), normal (15-40%), or high (>40%).

Results: The TRF to TIBC conversion factor calculated from the entire population
was 1.11. Ferritin subgroup analysis showed that the factor was significantly affected
by iron status (p=0.005), with a factor of 1.04 in the iron-depleted, 1.11 in the normal,
1.12 in the iron-overloaded, and 1.20 in the highly overloaded groups. While the factor
was not influenced by patient age, it was significantly affected by gender (p=0.02).
The factor was 1.09 for all males, ranging from 1.07 in iron-depleted males to 1.22
in very overloaded, and 1.13 for all females, ranging from 0.97 in iron-depleted
females to 1.16 in very overloaded. Linear regression analysis of TIBC-calculated
versus TRF-calculated percent saturation showed reasonable correlation (slope 1.36,
r? 0.97), and this correlation improved when a conversion factor was applied to TRF
(slopes 0.95 - 1.22). TRF-calculated percent saturation had an 85% concordance with
TIBC-calculated saturation. This concordance improved to 92-95% if the conversion
factors were applied.

Conclusions: The TRF to TIBC conversion factor is significantly influenced by
gender and iron status. Laboratories should therefore establish factors independently
to best represent their patient populations.

Effects of temperature and light on the stability of bilirubin in serum

A. G. Sofronescu, T. Loebs, Y. Zhu. Medical University of South
Carolina, Charleston, SC,

Background: Blood samples collected in remote areas are sometimes assessed
in central laboratories with delay and exposed to light at various temperatures for
different periods of time during shipping and storage. Although it is known that
bilirubin is photo-sensitive, detailed effects of both temperature and artificial light
have not been well studied. The objective of this study is to determine the effects of

CLINICAL CHEMISTRY, Vol. 57, No. 10, Supplement, 2011 A3l



Tuesday, July 26, 10:00 am — 12:30 pm

temperature and artificial light on bilirubin stability in serum samples.

Methods: Serum samples with elevated total bilirubin were selected for this
study. Total and direct bilirubin were analyzed on a DXxC 800 Chemistry Analyzer
(Beckman Coulter) using a timed endpoint diazo method. To determine the influence
of temperature on the stability of bilirubin, after the baseline measurement of 38
samples, each was aliquoted into eight tubes and four of them were stored at 3°C,
while another four at 22°C, protected from light. Total bilirubin was analyzed after 2,
4, 8, and 24 h respectively. To study the impact of light exposure on the stability of
bilirubin, additional 20 samples were analyzed similarly. However, all samples were
exposed to artificial light for 2, 4, 8, 24, and 48 hours at 22°C, and then total and direct
bilirubin were measured. The differences between the baselines and all subsequent
measurements were evaluated using analysis of variance (ANOVA) with a post hoc
Dunnett’s test and p < 0.05 was considered statistically significant. The allowable
total error for bilirubin was less than 20%.

Results: The average baseline total bilirubin concentration was 9.6 + 8.1 mg/dL
(mean + SD) and the average concentrations after 2, 4, 8, and 24 h were 9.6 + 8.2, 9.0
+7.4,9.0+7.5,and 8.8 + 7.5 mg/dL at 3°C and 9.5 + 8.1. 9.0 + 7.4, 9.6 £ 8.1, and
9.5 + 8.0 mg/dL at 22°C. There was no statistically significant difference between any
of the study groups and the baseline (p>0.05, n = 38). In the second set of samples,
the average baseline total and direct bilirubin concentrations were 10.2 + 1.7 mg/dL
and 5.0 £ 1.9 mg/dL, respectively. After 2, 4, 8, and 24 h light exposure at 22°C, the
average total bilirubin concentrations were 10.1 + 1.8, 10 + 1.8, 10.0 £+ 1.8, and 9.3 +
2.0 mg/dL and direct bilirubin concentrations were 4.9 + 1.8,4.9 + 1.9, 4.8 + 1.8, and
4.2 + 1.6 mg/dL. No statistically significant difference was found between any of the
study groups and the baseline (p > 0.05, n = 20). As we extended the light exposure to
48 h, total and direct bilirubin concentration decreased to 8.4 + 2.3 mg/dL (p = 0.01)
and 3.5 + 1.5 mg/dL (p = 0.01) compared to the baselines.

Conclusions: Bilirubin is relative stable in refrigerator and at room temperature
for at least 24 h in a dark environment. Artificial light exposure can cause gradual
decrease in both total and direct bilirubin, but the differences are neither statistically
nor clinically significant for at least 24 h.
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Effects of collection tubes and storage temperatures on measurement
of L-arginine, symmetric dimethylarginine and asymmetric
dimethylarginine by an LC-MS/MS method

J. M. El-Khoury, D. R. Bunch, S. Wang. Cleveland Clinic, Cleveland, OH,

Background: Symmetric dimethylarginine (SDMA) has been identified as a
biomarker for renal insufficiency, while asymmetric dimethylarginine (ADMA)
has emerged as a promising biomarker of endothelial dysfunction in cardiovascular
disease. EDTA plasma has been the preferred specimen type while serum separator
tubes are frequently used in clinical labs. Objective To compare serum separator
tubes (SST) and EDTA plasma tubes for the measurement of L-arginine, SDMA and
ADMA, and to determine the stability of these analytes at different temperatures.

Methods: For the tube-type comparison, left-over SST and EDTA tubes for the
same patient (n=20) were extracted and measured using an internally developed and
validated liquid chromatography tandem mass spectrometry method (LC-MS/MS).
For the stability study, left-over EDTA specimens (n=10) were obtained and an aliquot
of each tube was frozen at -80°C. Then five tubes were stored at 2-8°C, while the
remaining five tubes were stored at room temperature (RT) and sample aliquots were
removed and frozen at -80°C after 2h, 6h, and 96h. All samples were thawed and
analyzed in a single batch using the LC-MS/MS assay.

Results: Comparing with EDTA tubes, results from SST tubes had insignificant
difference for ADMA, but significantly higher values for L-arginine and SDMA.
In addition, L-arginine correlated poorly (r=0.2180), while SDMA had a good
correlation (r=0.9816) between these tube types. SDMA was stable for 96h at RT and
2-8°C, while L-arginine was only stable for 6h at both temperatures and ADMA was
stable for 6h at RT, and 96h at 2-8°C.

Conclusion: SST and EDTA tubes can be used interchangeably for measuring
ADMA, but not for L-arginine or SDMA. In EDTA plasma, SDMA is stable under
tested conditions, while L-arginine and ADMA are both stable for 6h at RT, and 6h
and 96h at 2-8°C, respectively.
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Effects of variant hemoglobin traits on measurements of HbA, by 3
cation exchange methods

C. Lin', T. Emery? R. R. Little’, S. E. Hanson®, C. L. Rohlfing’, W. L.
Roberts'. 'Department of Pathology, University of Utah Health Sciences
Center, Salt Lake City, UT, ’ARUP laboratories, Salt Lake city, UT,
3Department of Pathology and Anatomical Sciences, University of
Missouri, Columbia, MO,

Background: Hemoglobin A, (HbA ) is the most important marker for long-term
assessment of the glycemic state in patients with diabetes mellitus and is directly
related to the risk of diabetes complications. An international expert committee has
officially endorsed the use of Hb A to diagnose diabetes. The recommended cutoff
for diagnosis and goals for therapy are set at specific HbA target values. It is essential
that routine HbAlc methods provide comparable results. The accuracy of HbA
methods can be adversely affected by the presence of hemoglobin (Hb) variants. Here
we investigated the accuracy of HbA| measurements in the presence of HbC, HbD,
HbE and HbS traits.

Methods: Whole blood samples were collected in EDTA tubes for HbA,  analysis.
Hb variants were identified by inspection of chromatograms obtained with a Bio-Rad
Variant analyzer. Hb A | analysis was performed using 3 different ion-exchange HPLC
based methods (Bio-Rad Variant II Turbo 2.0, Tosoh G7 Variant Mode and Tosoh G8
Variant Mode). The Primus boronate affinity HPLC method (Primus ultra?) was used
as the comparison method since it has previously been shown to be unaffected by the
presence of most Hb variants. An overall test of coincidence of 2 least-squares linear
regression lines was performed using SAS software (SAS Institute) to determine
whether the presence of Hb variant traits caused a statistically significant difference
(P < 0.01) in results relative to the comparison method. Deming regression analysis
was performed to determine whether the presence of these variant traits produced a
clinically significant effect on HbA | _result. After correcting for calibration bias by
comparing results from the homozygous HbA group, method bias attributable to the
presence of Hb variants was evaluated with the use of + 7% relative bias at 6% and
9% HbA _as evaluation limits (ie, 0.42% at 6% and 0.63% at 9% HbA ). The use of
a 7% limit for bias is consistent with CAP proficiency testing grading limits projected
for 2011.

Results: We observed statistically and clinically significant differences attributable
to the presence of HbE trait for both G7 and G8 methods (large negative biases) but
not for the Variant II Turbo 2.0. Samples containing HbS trait showed negative biases
of 8% at 9% HbA _ for both the Tosoh G7 and G8 methods. There were no clinically
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significant differences attributable to the presence of HbD trait for any of the three
methods but there was statistically significant difference attributable to the presence
of HbD trait for the Tosoh G7 and G8 methods. Although there was a bias of ~8% with
HbC trait at 6% on the G8, the difference was only borderline statistically significant
(p=0.0540) possibly due to the low number of samples with HbC trait.

Conclusion: Some current HbA | methods show clinically significant interferences
with samples containing HbE and HbS trait. Laboratories should be aware of the
limitations of their methods with respect to these interferences. Ongoing efforts
should be directed towards further improving the accuracy of HbA, measurements
for samples containing Hb variants.

\©
>}

Quantitation of Creatinine in Various Peritoneal Dialysate Solutions

N. Gregorich, S. McGrath, A. Listek, S. Young, J. Gass. Baxter
Healthcare Corporation, Round Lake, IL,

Background: Glucose at high concentrations is known to interfere with the Jaffé
creatinine assay. Peritoneal dialysis (PD) solutions utilize high concentrations of
glucose as the osmotic agent. Therefore, a creatinine assay unaffected by or that can
be corrected for glucose interference is required.

Methods: Accuracy and linearity were evaluated in three different PD solutions
(Extraneal with 7.5 % icodextrin, Dianeal with 4.25% dextrose, and Physioneal with
3.86% dextrose) spiked with creatinine at levels of 0.01 to 25 mg/dL. Quantitation
of creatinine was performed using the Olympus AU400e Chemistry Analyzer as
follows: Assay 1 - Kinetic Modification of the Jaffé Method, Beckman Coulter
(formerly Olympus Diagnostics); Assay 2 - Jaffé Method, Roche Diagnostics; Assay
3 - Enzymatic Creatinine, Randox Laboratories, Inc. The selected assay was then
validated for precision (repeatability and intermediate), accuracy, linearity, specificity,
analytical range, LLOQ, and LOD.

Results: Comparison of the three assays resulted in the selection of the Enzymatic
Creatinine assay. An example of results shown in the graph below compares the three
assays in the Dianeal PD Solution. While all assays are linear, the enzymatic assay
had the best accuracy. The enzymatic assay was validated for use in each of the three
PD solutions. Precision (repeatability) was acceptable (CV < 4.0% for values > 0.50
mg/dL). Intermediate precision percent recoveries ranged from 86.4% to 114.5% for
values > 1 mg/dL and from 86.2% to 107.6% for values < 1 mg/dL. The assay is
accurate at concentrations ranging from 0.20 - 25 mg/dL and linear from 0.00 - 25 mg/
dL. The LLOQ is 0.20 mg/dL and the LOD is 0.10 mg/dL. The assay is specific for
creatinine in the dialysate solutions evaluated.

Conclusion: The Randox Enzymatic Creatinine Assay is the method of choice for the
quantitation of creatinine in peritoneal dialysate solutions with high concentrations of
dextrose or icodextrin.

Comparison of Creatinine Assays in Dianeal® Sclution
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The Difference In The Interference Of Fetal Hemoglobin Between
Cation-Exchange Hple And Turbidimetric Inhibition Immunoassay
For Hbalc Testing

Y. Zhu, L. Williams, D. Andrews. Medical University of South Carolina,
Charleston, SC,

Background: Elevated fetal hemoglobin (HbF) can be found in patients with various
conditions such as hereditary persistence of fetal hemoglobin, B-thalassemia, 3f-
thalassemia, and many other diseases. Studies have shown that significantly increased
HbF interferes with certain HbA  assays, but the degrees of interference vary in
different methods. The objective of this study is to determine if there is a bias in HbA
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values in patients with elevated HbF between a cation-exchange (CE)-HPLC and an
immunoassay and if the bias correlates with HbF and HbA  _levels.

Methods: Thirty-four EDTA whole blood samples with elevated HbF were tested with
Bio-Rad Variant II TURBO Link CE-HPLC and Siemens Dimension turbidimetric
inhibition immunoassay (TINIA) HbA, methods. HbF was quantified by Bio-Rad
Classic Variant CE-HPLC with Beta-thalassemia Short Program. The differences in
HbA,_ results between these two methods were compared using paired, two-tailed
Student’s t-Test and the differences were considered statistically significant if the
p values were less than 0.05. Linear regression analysis was used to determine the
association between the inter-method HbA,  bias and HbF as well as HbA | levels.
Results: The HbF levels in these 34 samples ranged from 7.8% to 35.7% with an
average of 23.5% + 7.3% (mean + SD). The average HbA  values with CE-HPLC and
TINIA were 7.4% + 2.2% and 6.4% + 1.9% (mean + SD) with an average bias of 1.0%
(p = 0.0005). Linear regression analysis showed a proportional relationship between
the bias of HbAlc and the levels of HbF: y (HbA _bias) = 0.06x (HbF) - 0.36 (R =
0.3, SEE = 1.4). Linear regression analysis also showed a proportional relationship
between the %bias of HbA  and HbA levels with CE-HPLC: y (%Bias) = 3.5x
(HbA, , CE-HPLC) -14.8 (R = 0.5, SEE = 15.3).

Conclusions: There is a significant bias in HbA  levels between Bio-Rad Variant I
TURBO Link CE-HPLC and Siemens Dimension TINIA HbA, assays in patients
with elevated HbF. The bias correlates with HbF values and the %bias correlates with
HbA, values at small (R = 0.3) and medium (R = 0.5) correlation levels, respectively.
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Does blood sample transportation affect the quality of laboratory
results?

G. Lima-Oliveira', S. C. Nazer’, M. L. L. Moreira?, R. F. M. Souza?, G.
L. Salvagno®, M. Montagnana®, M. Scartezini', G. Picheth!, G. Lippi*,
G. C. Guidi®. 'Federal University of Parana, Curitiba - PR, Brazil,
’Diagnosticos da America, Rio de Janeiro, Brazil, *Verona University,
Verona, Italy, *Parma University, Parma, Italy,

Background: Financial constraints impose progressive consolidation of clinical
laboratory facilities; many big laboratories are meeting their territorial diagnostic
needs by a network of blood collection points connected to the main facilities through
a route transportation system. Both poor quality storage and/or transportation are
known causes of preanalytical variation, particularly inadequate temperature (T)
conditions. This work aims to evaluate the influence of T storage conditions on
thyroid and fertility hormone blood tests.

Methods: The collection of blood samples was performed on 17 healthy adults in
a far laboratory facility, following standard procedures and with the aid of a tissue
transilluminator device in order to avoid venous stasis. Blood was collected into two
identical sets of 5 mL SST II Advance® vacuum tubes with clot activator and acrylic
gel separator (BD Vacuntainer®). All tubes and needles were of the same lot. After
allowing complete blood clotting at room T, the tubes were centrifuged at 2000g for
10 min. Then one tube set was placed in a T controlled refrigerator (+5°C) in the
laboratory. The second set was introduced in a transport box (Coleman®) where low
T was secured by four pre-cooled ice reusable dry gel packs with carbopol gel inside
(2x200mL and 2 x 500mL). A calibrated T recorder (Trix-8 Temperature Recorder®,
LogTag recorders, Adarve®, Brazil) was inserted in order to verify T course during
transportation. T registration was done every 5 min during 8 hours. The box was
carried by car from the above far laboratory facility to our laboratory together with
other sample containing boxes. T data were analyzed with LogTag Analyser®. At
the end of 8 hours (transportation time), all thyroid and fertility hormones tests were
performed in the same instrument Roche/Hitachi Modular Analytics E 170® (Roche
Diagnostics, Brazil), calibrated according to the manufacturer’s specifications and
using proprietary reagents. Test panel included: free T4 (FT4), thyroid-stimulating
hormone (TSH), follicle-stimulating hormone (FSH) and luteinizing hormone (LH).
The significance of the differences between samples (considering as reference the
values of the samples stored in the far laboratory refrigerator), was assessed by paired
Student’s t-test after checking for normality. Not-normally distributed FSH and LH
results were assessed by Wilcoxon ranked-pairs test. Statistical significance for both
tests was set at P < 0.05.

Results: Significant differences were observed for TSH, FSH and LH. Records from
transport box interior showed T max. 10.8°C / 51.4°F and min. 6.3°C / 43.3°F. The
external T range during transportation was: 23.5°C / 74.3°F to 38°C / 100.4°F. T of
laboratory refrigerator ranged from 5.0°C / 41.0°F to 5.8°C / 42.4°F during 8 hours.
Conclusion: The differences observed among results are likely due to influence of
external T conditions during transportation. More attention should be given to this
pre-analytical aspect, by improving transportation means and conditions, in order to
provide clinicians with reliable laboratory data.
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Investigation of hemolysis impact on plasma ammonia measurement
J. M. El-Khoury, D. R. Bunch, S. Wang. Cleveland Clinic, Cleveland, OH,

Background: Hemolysis is the most common interference to clinical chemistry
tests. Methods of evaluating the impact of hemolysis are by spiking hemolysate into
plasma/serum or by aspirating blood samples through a needle. These two methods
have been shown to give significantly different conclusions on the hemolysis impact
on ammonium assay.

Objective: To investigate the hemolysis impact on measured plasma ammonia
levels using either hemolysate or syringe method. Methods: Hemolysate was
prepared from EDTA whole blood (5mL) by an hypotonic lysis with water and an
overnight freeze (-20°C). After serial dilution with saline, the resulting hemolysate
solutions were spiked into EDTA plasma aliquots. The specimens were measured for
hemolysis index (HI) and ammonia. The syringe method involved aspirating EDTA
whole blood through a needle in increasing cycles in different aliquots. The samples
were centrifuged and the supernatant analyzed for HI and ammonia. To determine if
hemolysate aging resulted in ammonia production, the hemolysate was split into two
samples before freezing. One sample was serially diluted, spiked into plasma samples,
then analyzed, while the second sample was frozen overnight then thawed, serially
diluted, spiked into plasma samples and analyzed.

Results: Using the hemolysate method, the measured ammonia concentrations at 29
micromol/L and 53 micromol/L showed >10% change with HI of 27.6 and 116.5,
respectively. Using the syringe method, the measured ammonia at 34 micromol/L and
59 micromol/L had >10% change with HI of 219.7 and 814.2, respectively. Further
investigation demonstrated that the unfrozen hemolysate sample gave similar results
to the syringe method, while the overnight frozen sample gave results in agreement
with the hemolysate method (Figure 1).

Conclusions: Plasma ammonia measurement was not significantly interfered by
hemolysis at HI of 220 or below in fresh plasma samples. Overnight freezing of
whole EDTA blood during hemolysate preparation produced significant amounts of
ammonia.
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Is Acidification of Calcium Urine A Necessary Preanalytical
Procedure?

S.L.Lim, L. Ong, S. Saw, S. Sethi. Singapore National University
Hospital, Singapore, Singapore,

Background: Acidification of urine prevents cations such as calcium from
precipitating as salt, hence urinary calcium measurement involves preanalytical
acidification. Safety issue has always been a concern when handling acid by our

Factors Affecting Test Results

laboratory staff and patients. In this study, we determined the effect of acidification
on calcium measurement.

Materials and Methods: Random spot urinary specimens from 47 patients were
collected in bottles without acid. These samples were split into two 1 ml aliquots,
with 1 aliquot acidified with 6mol/L hydrochloric acid (10-15 uls) to pH <2 and
equilibrated at room temperature for 1 hour. Both urine samples were analysed for
calcium as baseline. After keeping for 24 hours at room temperature, the non acidified
sample was split into two aliquots, with one aliquot acidified. Both urine aliquots (non
acidified and acidified) as well as baseline acidified aliquot were analysed for calcium.
The urinary calcium were assayed using Arsenazo III endpoint assay on Siemens
Advia 2400 Chemistry system.

Results: The tested urinary calcium ranged 0.3 1mmol/L-9.5mmol/L, with median of
2.3mmol/L.

Our study shows that there was no statistical difference in urinary calcium
concentration between control and acidified samples, whether acidification was done
at baseline 0 hour or after 24 hours (p = 1.0).

Using our assay analytical imprecision of < 5%, 70.7% of the samples had <5%
difference in calcium concentration between acidified and non acidified aliquots.
Using biological within-subject variation of 27.5% as quoted by Dr Ricos and
colleagues, 97.5% of the samples had < 27.5% difference.

There was no significant difference in urinary calcium concentration in control or
acidified samples after 24 hours of storage.

Conclusions: Our study showed that preanalytical acidification of urine for calcium
measurement is not necessary for calcium measurement on both random and 24 hour
urinary specimens.
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Assesment And Comparison Of Hepatitis C Virus (Hev) Viral Loads
Assays In Patients With Genotypes 2, 3, & 4 In An At Risk Population

K. Katlowitz', T. Swergold?, M. Narlieva®, P. Peev*, J. Reinus?, A. S. Fox*.
'Cooper Union, NYC, NY, °NYU, NYC, NY, *Montefiore med center, Bronx,
NY, *“Montefiore Med center, Bronx, NY,

Background: Hepatitis C Virus (HCV) infects 170 million people worldwide and
is the leading cause of cirrhosis and liver cancer in the United States. Studies have
demonstrated the efficacy of using the viral load to monitor and guide current standard
of care (PEG Interferon and Ribavirin) therapy. Although the Roche instrument
provides the only currently FDA approved assay for the quantification of viral RNA,
studies have shown that it significantly underperforms in genotypes 2 and 4. This
claim has special significance in Montefiore due to its genetically diverse immigrant
population, which lends to an increased prevalence of genotype 4 (2% vs. 0.3% in
NY State).

Methods: To assess and compare two methodologies of Hepatitis C viral load
testing in the highly diverse population serviced by Montefiore Medical Center.
A retrospective analysis of Montefiore’s databases was conducted to evaluate its
Hepatitis C patient population. 143 HCV positive patient samples were collected (62
genotype 2, 52 genotype 3, and 29 genotype 4) and tested simultaneously with both
assays. A commercial panel (Acrometrix) of genotypes 1, 2, 3, and 4 was used to
confirm patient results. Lastly, two lots of 2.5 log IU/ml and 5 log IU/ml (Abbott
laboratory) were used to evaluate the precision of five samples and reproducibility of
three runs spread across one week on each assay.

Results: Overall, the results from the two assays in this study demonstrated a positive
bias between the Roche Tagman HCV assay and the Abbott RealTime HCV assay
of 0.2 log TU/mL (p<.001). These findings are in keeping with published literature.
It is interesting to note that bias observed with genotype 2 and 3 patient samples
(0.34 log IU/mL and 0.12 log TU/mL respectively) differed from the bias observed
with genotype 4 patient samples (0.03 log IU/mL). This bias was confirmed in the
commercial panels (0.53, 0.31, 0.59, and .69 log TU/ml for genotypes 1, 2, 3 and 4
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respectively). There was a high correlation on the patient samples between the two
systems, with few outliers in the Bland Altman plot, and an R? value of 0.98. It was
also found that the Abbott assay had greater precision and reproducibility.

Conclusion:: Overall there appears to be great concordance between the Abbott
RealTime HCV and Roche Tagman HCV assays in the Montefiore patient population.
While some statistically significant differences were observed between the two assays
they were not clinically significant. This data would imply that patients on therapy
could be monitored with either assay described here. This allows for clinical labs to
move from one platform to another without worrying about an impact on patient care
and for patients to move locations without worrying about finding a laboratory with
the same instrument. The differences in the bias observed with the Roche Tagman
HCYV assay in genotypes 2 and 3 patients, versus genotype 4 patients are noteworthy
and, while, not as pronounced, may support the findings in published literature that the
Roche Tagman HCV assay values are lower for genotype 4 than for other genotypes.
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Muscle damage and inflammatory biomarkers reference intervals
from physically active population

L. A. S. Nunes, F. L. Lazarim, F. Papaléo, R. Hohl, R. Brenzikofer, D. V.
de Macedo. State of Campinas University, Campinas, Brazil,

Background: Physical exercise has been associated with muscular damage and acute
phase inflammatory response characterized by free radical production, elevation of
cytokines and other inflammatory proteins. Biochemical reference intervals (RI) for
physically active population are lacking. The aim of this study was to establish RI
for muscle damage and inflammatory biomarkers from physically active population.

Methods: The reference population included male volunteers (n=146), with an
average age of 18 + | years. They participated for four months in a regular and
strictly controlled exercise program which consisted predominantly of aerobic
activities for three hours daily (five days per week, with two days of rest). Eight mL
of blood were collected in tubes with separator gel to obtain serum for biochemical
analysis (Vaccuete® Greiner Bio-One). Samples were collected under standardized
conditions, after 12 h of fasting, in the morning. The samples were centrifuged at
1.800 x g for 15 minutes under refrigeration (4°C). The creatine kinase (CK), CK-MB
activity, myoglobin, high sensitivity C-reactive protein (h-CRP), and complement C3
concentrations were analyzed in the same day with Randox reagents and calibrators
in an RX Daytona™ analyzer. The Randox internal quality control was performed
in parallel with the tests. The RI were established in according with International
Federation of Clinical Chemistry rules using RefVal program 4.1 beta. The outliers
were removed by Horn’s algorithm. We calculated the non-parametric 2.5" and 97.5"
percentiles, with their 90% confidence intervals (CI), by Bootstrap methodology.
Results: The muscle damage biomarkers and h-CRP (Table 1) showed upper
limits higher values when compared to traditional RI from a healthy non-exercised
population.

Table 1. Reference intervals and confidence inervals for d physically

Analyte (Method) Coefficient of Quality Reference ci25" C197.5™
analytical specification interval
variation (CV,) based on
biology
Myoglobin (ng/mL) 2.0% 7.0% 56-133 54-58 126-162
imun
CK-NAC (UIL) 1% 57% 123-1032 93-140 | 894-1166
(DGKC)
CK-MB (UL) 38% 49% 8-29 7-9 27-31
(DGKC)
h-CRP (mg/L) 32% 131% 03-150 03-03 7-302
Immunoturbidimetric)
Complement C3 (g/L) 33% 39% 093-152 | 091-084 | 1.44-155

Conclusion: In the practice of sports medicine it is common to use blood biomarkers
to prevent muscular damage and to adjust training/rest periods. However, it is crucial
to establish specific RI in a trained population to monitor the training stress.
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Eosinophiluria is common among patients after ileal conduit surgery

J. Thesing, D. Bonebrake, G. Bella, J. C. Lieske. Mayo Clinic,
Rochester, MN,

Background: Acute interstitial nephritis (AIN), most often associated with prior
exposure to specific drugs, is important to recognize since the condition often
resolves with the cessation of the offending agent. The most frequent laboratory
test used to screen for AIN is a quantitative measure of urinary eosinophils. Since
technicians in our lab observed that urine samples obtained from patients with
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urinary tract reconstructive surgeries appeared to have an unusually high number of
eosinophils which could confound use of this test, the current study was performed to
systematically examine the eosinophiluria among these patients.

Methods: Waste urine samples were identified from three separate cohorts of patients
for this study (n=20 each): consecutive urine samples with the source listed as stoma
indicating previous ileal conduit surgery (Stoma cohort); consecutive urine samples
clinically submitted for eosinophil quantification (Non-stoma cohort); and randomly
selected urine samples with a minimum of 1-3 white cells per high-powered field
(Control cohort). Urinary eosinophils were identified using the Hansel stain as per the
standard lab protocol, slides were blinded, and the mean of independent readings by 4
separate technologists was used to quantify the percentage of eosinophils.

Results: Eosinophils were commonly present in the urine of patients with ileal
conduit surgery, composing an average 19% (range 0.25 - 63%) of the urinary white
cells, despite the absence of any clinical suspicion of AIN. By comparison, among
patients with clinically ordered eosinophiluria testing only 3.5% (range 0 - 37%) of
urinary white cells were eosinophils, and in a random sample of patients with pyuria
4.6% (range 0 - 23%) of white cells were eosinophils. Importantly, 18/20 of the stoma
patients had >5% eosinophils, meeting criteria for a positive test.

Conclusions: Patients with previous ileal conduit surgery have markedly elevated
levels of eosinophils in their urine that far exceeds a control group of patients with
pyuria, and the third group of patients with clinically ordered eosinophiluria testing.
These results suggest that urinary testing for eosinophils is not a useful screen for AIN
among patients with previous ileal conduit surgery.

Inflammatory marker stability in Li-Heparin plasma under various
storage conditions

D. A. Anderson, A. L. Pyle, A. Woodworth. Vanderbilt University,
Nashville, TN,

Introduction: Cytokines like tumor necrosis factor alpha (TNFa), and interleukins
(IL)-6 and -10 along with inflammatory markers, such as C-reactive protein (CRP),
and lipopolysaccharide-binding protein (LBP), have growing clinical and diagnostic
utility for patients in a variety of disease states. However, the stability of these
analytes for routine storage is largely unknown.

Objective: To determine the stability of TNFa, IL-6, IL-10, CRP, and LBP in human
plasma stored under various common laboratory conditions.

Methods: Immediately following routine testing and within 3 hours of initial
collection, 23 left-over Li-heparin plasma samples from 14 hospitalized patients
were collected and frozen at -80°C. The samples were combined into a sample pool,
and aliquoted into single-use tubes for testing the following conditions in triplicate:
storage at 4°C or room temperature (RT) for 0, 6, 12, 24, 48, and 72 hours. A separate
patient pool was subjected to between one and three freeze-thaw cycles. Following
these treatments, the concentrations of IL-6, IL-10, TNFa, CRP, and LBP were
measured for each sample, using the Siemens Immulite 1000 analyzer. Statistical
change limit (SCL) was calculated as 2.8 times the standard deviation, and p-values
were determined by Student’s t-test.

Results: Results are summarized in the bar chart. Notably, only TNFa fell outside
the SCL after 72 hr at RT. Though not shown, samples stored at 4°C or RT for up to
24hr did not change outside the SCL from baseline. Additionally, none of the analytes
demonstrated a change which exceeded the SCL with up to three freeze-thaw cycles.
Conclusions: TNFa, IL-6, IL-10, CRP, and LBP are stable in Li-Heparin plasma for
up to 72 hours at 4°C, and all but TNFa, which fell below the SCL before 72 hours,
are stable at RT for 3 days. All analyte concentrations were similar after multiple
freeze-thaws.
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Standardization of a cystatin C particle-enhanced turbidimetric assay
(PETIA) and comparison to nephelometric assay Results

N. Voskoboev, T. S. Larson, A. D. Rule, J. C. Lieske. Mayo Clinic,
Rochester, MN,

Background: Cystatin C is an alternative blood-borne biomarker used to assess
glomerular filtration rate (GFR). Potential advantages over creatinine include less
dependence on gender, age and muscle mass. Lack of standardization between
cystatin C assays has been one barrier to more widespread use. In this study, we
compared a new cystatin C particle-enhanced turbidimetric assay (PETIA) available
from Gentian AS to the more commonly used particle-enhanced nephelometric assay
(PENIA) available from Siemens. Standards for the PETIA, but not the PENAL are
traceable to the new ERM-DA471/IFCC international reference material.

Methods: Three different patient cohorts at the Mayo Clinic were studied. (1)
Clinical convenience samples (n=100) were used to compare analytic performance
between the PETIA performed on a Cobas ¢501 analyzer and PENIA performed on
a BNII nephelometer. (2) Samples from 105 patients undergoing iothalamate urinary
clearance testing (direct glomerular filtration rate measurement) were used to validate
existing equations that estimate GFR using cystatin C. (3) Banked samples (stored
at -70°C since 2000, n=67) were re-analyzed to compare PENIA cystatin C values
obtained in 2010 to PENIA results obtained before freezing in 2000.

Results: The PETIA cystatin C assay was linear between 0.33 and 5.97 mg/L with
a lower limit of quantification of 0.35 mg/L and corresponding CVs < 2 %. PETIA
cystatin C results were consistently 25-28% higher across all levels than those
obtained with the PENIA assay. Further, cystatin C levels using the PENIA were
19% higher when reanalyzed in 2010 compared to when they were initially bio-
banked in 2000. While an equation developed using the PETIA-determined cystatin
C values estimated GFR comparably to existing creatinine-based equations, a cystatin
C equation developed using PENIA results from 2000 performed relatively poorly,
unless the current PENIA results were corrected for this apparent 19% assay drift.

Conclusion: Cystatin C can be precisely measured in blood using PETIA and a routine
chemistry autoanalyzer. Results can be used with previously developed equations then
used to accurately estimate GFR. There appears to have been significant drift of the
widely-used PENIA over the past decade that produces bias when GFR is estimated
using these cystatin C values. Therefore, efforts to standardize cystatin C assays are
important if this analyte is to be routinely used for GFR estimation.

Effect of Hemolysis on the Cardiac Troponin I and Creatinine Assays
on the Siemens Dimension Vista® Analyzer

L. Roquero, C. S. Feldkamp, J. Zajechowski, J. Dolland, S. Ali, A.
Vasudev, H. Zand, V. 1. Luzzi. Henry Ford Hospital, Detroit, MI,

Background: Cardiac troponin (cTn) and creatinine concentrations are critical to
support the emergency department in the diagnosis of acute myocardial infarction
and management of stroke. Pre-analytical conditions that affect the accuracy of
results jeopardize patient care. Investigators have reported that as high as 8.8% of the
specimens collected in the emergency department are hemolyzed and that hemolysis
can cause a negative interference in ¢Tn concentration, but no current studies on the
impact of hemolysis on ¢Tn I or creatinine concentration on the Siemens Dimension
Vista® using lysed erythrocytes (hemolysate) have been published. Here, we evaluate
the effect of hemolysis on the Siemens Dimension Vista ¢Tnl and creatinine assays.
Hemolysis effect on the Beckman Synchron DxC® creatinine assay was also studied.

Methods: Discarded serum specimens were used to create low, borderline and high
pools for ¢Tnl and creatinine. Target average concentration for the low, medium
and high pools were < 0.04 ng/mL, 0.04-0.20 ng/mL, and >0.2 ng/mL for c¢Tnl, and
0.3-0.8 mg/dL, 1.2-1.5 mg/dL, and 4.5-5.5 mg/dL for creatinine. The ¢Tnl medium
pool and the creatinine low pool were intentionally created to overlap the clinical
decision limits for ruling out myocardial infarction or examine renal function in stroke
patients. A hemolysate was obtained by treating an ethylenediaminetetraacetic acid
plasma specimen to one freeze-thaw cycle. Increasing volumes of the hemolysate (1,
5, 10, 20, and 50 uL) were added to each of five aliquots of each pool. The final Hb
concentration was estimated based on the hemolysis index (range 5 - 600 mg/dL;
Hb index 4 = 100-200 mg/dL). ¢Tnl and creatinine concentrations were measured in
triplicate. Siemens Dimension Vista ¢Tnl assay is a homogeneous luminescent oxygen
channeling immunoassay. The analytical measurable range (AMR) is 0.015-40 ng/ml.
The Siemens Dimension Vista and the Beckman Synchron DxC creatinine assays use
the modified kinetic Jaffe reaction to measure a red chromophore at 510-520 nm. The
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AMR for the Siemens Dimension Vista and the Beckman Synchron DxC are 0.2-20
mg/dL and 0.1-25 mg/dL respectively. The average concentration for each aliquot
was subtracted from the baseline (no added hemolysate). Recovery was calculated as
a percentage of the baseline concentration. Recovery of 100+5% and 100+10% was
considered acceptable for cTnl and creatinine respectively.

Results: Moderate hemolysis produces a negative interference in the c¢Tnl and
creatinine assays in a concentration-dependent manner. For the Siemens Dimension
Vista, % recovery for ¢Tnl for the medium pool was <95% at Hb concentrations >
100 mg/dL, and <90% at Hb >150 mg/dL. Recovery for creatinine for the low and
medium pools was < 90% at Hb concentrations > 200 mg/dL. The Beckman creatinine
% recovery was acceptable for all the pools in the presence of up to 600 mg/dL of Hb.
Conclusions: We have demonstrated that hemolysis may compromise the diagnosis
of acute myocardial infarction and the management of stroke. Moderate hemolysis
decreased cTnl and creatinine concentrations at the medical decision limits. Clinicians
should be cautioned on the interpretation of ¢Tnl and creatinine concentrations in
specimens presenting moderate hemolysis.
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Effect of Hemolysis on Bilirubin Measurements Using the Siemens
Advia 2400, Beckman DxC and Siemens Dimension

M. K. Zimmerman', V. Kumar!, D. Auerbach', K. Cousineau?, E. Sykes'.
"William Beaumont Hospital, Royal Oak, MI, *William Beaumont
Hospital, Grosse Pointe, MI,

Background: In response to concerns raised by our pediatricians, we undertook this
study to determine the impact of hemolysis on bilirubin measurement. Bilirubin was
measured by either vanadate oxidation (Siemens Advia 2400) or diazo (Beckman
DxC, Siemens Dimension) methods. Manufacturers indicated maximum hemoglobin
(Hb) levels tested in interference studies were 100-1000 mg/dL for total bilirubin
(Tbili) and 100-750 mg/dL for direct bilirubin (Dbili).

Methods: Using a stock hemolysate (Hb of 19,300 mg/dL by Sysmex HE3), nine
working solutions made by 1:2 serial dilutions with saline were spiked (1:4 by volume)
into each of eight bilirubin pools (final Hb levels: 15-3,900 mg/dL). Bilirubin pools
diluted with saline instead of hemolysate were designated blanks (final concentrations:
Thili, <0.1-25.3 mg/dL; Dbili, <0.1-16.4 mg/dL). Each bilirubin pool or blank was
divided into three aliquots, tested in duplicate and results averaged. Interference was
considered significant if bilirubin values changed by > +10% of the bilirubin blank.

Results: Tbili: Advia: Significant negative biases were observed at the lowest Tbili
levels only (14-97% at Tbili 0.5 mg/dL with Hb 122-3,900 mg/dL; 15-32% at Tbili
1.7 mg/dL with Hb 1,950-3,900 mg/dL; 12% at Tbili 4.9 mg/dL with Hb 3,900 mg/
dL). DxC: Positive biases were observed at most Tbili levels (17-2333% at Tbili 0.5
mg/dL with Hb 15-3,900 mg/dL; 10-687% at Tbili 2.0 mg/dL with Hb 244-3,900 mg/
dL; 11-242% at Tbili 5.3-7.6 mg/dL with Hb 488-3,900 mg/dL; 11-100% at Tbili
levels 12.5-19.8 mg/dL with Hb 975-3,900 mg/dL). Dimension: Negative biases were
observed at lower Tbili levels (>60% at Tbili 4.8-7.0 mg/dL with Hb 1,950-3,900 mg/
dL; 74% at Tbili 11.6 mg/dL with Hb 3,900 mg/dL); positive biases were observed at
higher Tbili levels (10-20% at Tbili 14.9 mg/dL with Hb 975-3,900 mg/dL; 13-18% at
Tbili 18.8 mg/dL with Hb 1,950-3,900 mg/dL).

Dbili: Advia: Negative biases were observed at all Dbili levels, mostly beginning at
Hb >488 mg/dL. DxC: Positive biases were observed at lower Dbili levels (25-550%
at Dbili 0.2 mg/dL with Hb of 61-3,900 mg/dL; 13-88% at Dbili 0.8 mg/dL with Hb
244-1,950 mg/dL). Negative biases were observed at all other Dbili levels mostly
beginning at Hb >244 mg/dL. The DxC suppressed several results at the highest
bilirubin and hemolysis levels. Dimension: Negative biases were observed at most
Dbili levels (19-88% at Dbili 1.0 mg/dL with Hb 30-975 mg/dL, results suppressed
with Hb >975 mg/dL; 11-97% at Dbili 3.3-6.5 mg/dL with Hb 61-3,900 mg/dL; 11-
82% at Dbili 9.2-14.0 mg/dL with Hb 122-3,900 mg/dL).

Conclusions: The Bhutani nomogram categorizes kernicterus risk based on hour-of-
life Tbili levels. With the Advia, increasing hemolysis had minimal clinically relevant
impact on Tbili. Using the DxC, positive interference with increasing hemolysis
could falsely place newborns into higher risk zones, especially at lower Tbili levels.
With increasing hemolysis on the Dimension, negative interferences at intermediate
Thili levels and positive interference at high Tbili levels could place newborns into
inappropriate risk zones. On all platforms, hemolysis interference on Dbili could
result in incorrect assumptions regarding the newborn’s ability to conjugate bilirubin.
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Comparison of the BD Vacutainer Rapid Serum Tube with BD
Hemogard Closure with the BD Vacutainer SST Tube for Routine
Chemistry Analytes on Two Instrument Platforms

D. Szamosi', M. Scott’, K. Hock?, F. Apple’, M. Murakami®, A.
Stankovic!, T. Finocchio', J. Berube'. 'BD Diagnostics, Franklin
Lakes, NJ, *Washington University School of Medicine, St. Louis, MO,
SUniversity of Minnesota School of Medicine, Minneapolis, MN,

Objective: The clinical performance of the BD Vacutainer® Rapid Serum Blood
Collection Tube with BD Hemogard™ Closure (BD RST) was evaluated in
comparison with the BD Vacutainer® SST™ Blood Collection Tube (BD SST™) on
two instrument platforms. Testing was performed for 19 routine chemistry analytes on
the Roche Modular in one study and for 16 routine chemistry analytes on the Siemens
Dimension® RxL in a second study.

Background: The BD RST is a new blood collection tube that contains a thrombin-
based clot activator and a gel barrier. The thrombin promotes rapid clotting of the
blood, allowing centrifugation five minutes after collection and providing a serum
specimen that can be sampled directly from the primary tube. The reduced clot time of
the BD RST can decrease sample processing time and enhance laboratory efficiency.

Methods: Fresh blood specimens were collected from adult subjects with a range of
diagnoses and disease states by routine phlebotomy or in-place venous catheter/line
draw into BD RST (evaluation) and BD SST (control) tubes. After clotting, the tubes
were centrifuged to provide separated serum specimens. Serum was tested for the routine
chemistry analytes within two hours after centrifugation. The data were analyzed to
determine mean biases (confidence limits) of results from the BD RST compared to the
control tube for each analyte. The maximum allowable difference (bias) in test results was
predetermined for each analyte. Deming regression was also performed.

Results: All routine chemistry analyte results were determined to be within the
maximum allowable clinical difference criteria at all medical decision levels, except
calcium (Ca) and gamma-glutamyltransferase (GGT) on the Siemens Dimension RxL
and carbon dioxide (CO2) on the Roche Modular. The mean systematic biases for
Ca, GGT and CO2 were within the clinical criteria; however, the confidence limit
overlapped the clinical criteria. Ca had a positive bias with a confidence limit that
extended over 0.3 mg/dL at the critical value of 12.84 mg/dL; GGT had a negative
bias with a confidence limit that extended over -10% at the lower end of the analyte
reference range. CO2 demonstrated a positive bias with a confidence limit extending
over 10% at the critical value of 11 mmol/L. After review of the data, these results
were considered clinically acceptable.

Conclusions: Overall, clinically equivalent or clinically acceptable performance was
demonstrated for the BD RST when compared with the BD SST for all chemistry
analytes tested on each instrument. The reduction in the clot time of the BD RST may
help laboratories to meet today’s demands for more rapid reporting of test results and
improved throughput.

Biological variation (as critical difference) of blood glucose as a tool
to improve diabetic patient safety

G. Lima-Oliveira', J. R. Junho?, G. L. Salvagno®, G. Lippi‘, M. Montagnana?,
M. Scartezini', G. Picheth!, G. C. Guidi®. 'Federal University of Parana,
Curitiba - PR, Brazil, *Post Graduate Program from Brazilian Socity for
Clinical Chemistry - CPG/SBAC, Rio de Janeiro - RJ, Brazil, *Verona
University, Verona, Italy, “Parma University, Parma, Italy,

Background: Diabetes care requires continuous medical support and patient
collaboration in order to prevent/reduce the risk of long-term complications. Over
the past 13 years the diagnostic approach to diabetes has undergone many changes,
as for the criteria based on blood glucose assay. Patient data are usually reported by
laboratories by numerically expressing glucose concentration. It is well known that
a laboratory result represents a point casually set within the confidence interval of a
measure, according to the laboratory and personal sources of variation. The impact
of biological variability in the monitoring of diabetic patients is seldom considered
as a source of error by caring physicians. Aim of this work was to estimate the
Reference Change Value (RCV) and check its impact on therapeutic management
in type 2 diabetic patients followed by Public Health Care Program for Adult with
Hypertension and/or Diabetes - a Project for Expansion and Consolidation of Family
Health (PSF) in Natércia municipality of the Minas Gerais state - Brazil, where 100%
of population is covered by assistance.

Methods: RCV and Critical Difference (CD) in 100 type 2 diabetic patients followed
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by PSF were calculated and the impact on therapeutic management was deduced.
After 8 hours fasting blood 5 laboratory measurements were done for each patient
in order to estimate RCV and CD(quarterly from January 2009 to April 2010), after
subtracting the analytical variation (as %CV). We compared the measurement of
glucose levels obtained at diagnosis (first determination) with each of the subsequent
four as recommended by FRASER, and RCV and CD calculated. For CD significance,
results > 38.4% (p <0.05) were considered.

Results: 59 patients showed CD <38.4% as compared with the first determination.
Of the 41 patients with CD > 38.4%, 18 had a prescription for change in the lifestyle
and 23 had a prescription for both change in the lifestyle and oral hypoglycemic
agents. Our results showed that 41 of the 100 diabetic patient followed could improve
their metabolic control simply by providing CD to caring physicians together with
interpretation means. Brazilian Society of Diabetes claims that poorly controlled
diabetes rates are at 89.6% for type 1 disease and 73.2% for type 2.

Conclusion: The type 2 diabetes patients followed by PSF showed less poor
controlled case than reported by Brazilian Society of Diabetes. We suggest that
clinical and laboratory monitoring of diabetes can significantly improve when tools
like RCV and CD are implemented in the routine procedures and caring physicians are
able to interpret this information correctly.

Performance of phlebotomists in public and private laboratories in
Korle Bu

F.A. Botchway!, C. E. Lekpor?, R. A. Botchway?, G. A. Addy*. Central
Laboratory Services, Korle Bu Teaching Hospital, Accra, Ghana,
2Pathology Department, University of Ghana Medical School, Accra,
Ghana, *University Of Ghana, Accra, Ghana, *Access Medical Laboratory
Services Limited, Accra, Ghana,

Background: Most mistakes in laboratory tests are the result of lack of standardization
during pre analytical phase, particularly in patient identification, collection and
sample processing. The aim was to evaluate the performance of 40 phlebotomists
(20 from public and 20 from private laboratories) in the town of Korle bu in Ghana.

Methods: The activities of each phlebotomist were observed during the blood
collection procedure and six parameters were evaluated. 1. Tourniquet application
technique. 2. Tourniquet application time. 3. Request to the patient to clench the
fist repeatedly. 4. Friction procedure of the forearm by the phlebotomist, during
the cleaning of the venipunture site, to induce the venostasis.. 5. Correct sequence
of vacuum tubes collection according to CLSI/NCCL H3 - A5 document. 6.
Suitable blood mixing in tubes containing addictives or clot activators according to
manufacturer.

Results: 15(75%) of the phlebotomists in the public laboratories had the tourniquet
application technique right, while 18(90%) of the phlebotomists in the private
laboratories had the application technique right. 6 (30%) of the phlebotomists in the
public laboratories had the tourniquet application time within acceptable limits, while
8 (40%) of the phlebotomists in the private laboratories had the tourniquet application
time within acceptable limits. 16 (80%) of the phlebotomists in the public laboratories
asked for fist clenching repeatedly, while 20(100%) of the phlebotomists in the private
laboratories asked for fist clenching repeatedly. 14 (70%) of the phlebotomists in the
public laboratories induced venostasis, while 20 (100%) of the phlebotomists in the
private laboratories induced venostasis. 20 (100%) of phlebotomists in the public
laboratories did not used the sequence of vacuum tubes collection, while 16 (80%)
of the phlebotomists in the private laboratories did not used the sequence of vacuum
tubes collection. 20 (100%) of the of the phlebotomist in the public hospital did not
perform a suitable blood mixing in tubes containing addictives or clot activators
according to the manufacturers, while 14(70%) of phlebotomists in the private
laboratories did not perform a suitable blood mixing in tubes containing addictives or
clot activators according to the manufacturers.

Conclusion: The main causes of errors during blood collection in the laboratories
evaluated were related to inefficient training programs. The performance of
the phlebotomists was unsatisfactory when the CLSI/NCCLS documents were
considered. The implementation of an efficient training programs to all phlebotomists
evaluated probably will minimize pre analytical errors and cause improvements in all
laboratory process.
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Influence of five different manufactures kinds of K2 (or K3 )-EDTA
tubes on Erythrocyte Sedimentation Rate (ESR)

G. Lima-Oliveira', G. Salvagno?, G. Lippi’, M. Gelati’>, M. Montagnana?,

M. Scartezini', G. Picheth!, G. Guidi®. 'Post Graduate Program of
Pharmaceutical Sciences, Department of Medical Pathology Federal
University of Parana, Curitiba, Parana, Parana, Brazil, *Sezione di Chimica
Clinica, Dipartimento di Scienze della Vita e della Riproduzione, Universita
degli Studi di Verona, Verona, Italy, *U.O. Diagnostica Ematochimica,
Azienda Ospedaliero-Universitaria di Parma, Verona, Italy,

Background: The erythrocyte sedimentation rate (ESR) is a nonspecific marker of
disease and is often used by clinicians in assisting diagnosis and follow-up of a variety
of infectious and inflammatory disorders. Nevertheless, no information is available on the
influence of different Vacuum Tubes on ERS analysis. The aim of the present investigation
is to compare ESR results obtained on blood specimens collected with five different types
of K2 or K3 Ethylenediaminetetraacetic acid (EDTA) vacuum tubes.

Methods: Blood samples from 21 consecutive healthy volunteers were collected
by a single and phlebotomist, by venipuncture with 20 G straight needles into five
different EDTA-tubes: Tube I: 3.0mL Venosafe ® with 5.9 mg K2EDTA (Terumo
Europe, Leuven, Belgium); Tube II: 3.0mL Vacutainer ® with 5.4mg K2EDTA (BD
Vacuntainer, Becton Dickinson Diagnostics, Plymouth, United Kingdom); Tube III:
4mL Vacuette® K2EDTA (concentration of K2EDTA unavailable, Greiner Bio-One
GmbH, Kremsmiinster, Austria); Tube IV: 4.5mL Labor Import® (concentration of
K3EDTA unavailable, Shandong Weigao Group Medical Polymer, Weihai, China);
Tube V: 1.2mL S-Monovette® with 1.6mg K3EDTA (Sarstedt, Niimbrecht, Germany).
The sequence of tubes was randomized but K2EDTA was always collected before than
K3EDTA to eliminated possible contamination. All samples were assayed for ESR on
the TEST 1 THL® (ALIFAX, Padova, Italy). Calibrations were performed according
to the instructions provided by the manufacturer. Analytical imprecision, expressed as
inter-assay coefficient of variation (CV) and calculated according to internal quality
control is 0.8-2.2%. Data were analysed with the non-parametric Friedman test.
Results: Results of testing are expressed as geometric mean =+ standard error of the
mean (SEM), as follows: Tube I (9.8+2.2 mm/h), Tube II (8.7+2.4 mm/h), Tube I1I
(7.94£2.3 mm/h), Tube IV (6.4£2.2 mm/h), Tube V (5.2+1.7 mm/h). A statistically
significant difference was observed among tubes observed by Friedman test (P <
0.001).

Conclusions: The results of this investigation clearly attest that the preanalytical
variability might also affect ESR testing, in that the type of the tube as well as the
type and concentration of EDTA can dramatically influence test results, in some
circumstances reaching clinical significance and approaching the critical difference
of this parameter (3.1 mm/h) as established by Penev et al. Reference. Penev MN et
al Study on long-term biological variability of erythrocyte sedimentation rate. Scand
J Clin Lab Invest 1996;56:285-8.

Comparison of Three Immunoassays for Measurement of Anti double
stranded DNA Levels

C. Hill, P. E. Oefinger, J. Emerson, M. B. Binder, P. Patel, L. Decker.
Covance Central Laboratories, Indianapolis, IN,

Background: Following the discontinuation of the Enzyme Linked Immunosorbent
Assay (ELISA) kit (The Binding Site) for Anti double stranded DNA (Anti ds DNA),
an equivalent kit was sought.

Objective: This study purpose was to make qualitative and quantitative comparisons
between The Binding Site ELISA with two other immunoassays: Inova ELISA and
AtheNA ANA II Plus kit.

Methods: Thirty-one patient serum samples covering the analytical measurement
range were tested for Anti ds DNA using The Binding Site ELISA kit, Inova ELISA Kit,
and AtheNA ANA II Plus kit. Acceptability criteria within the EP Evaluator [Release
8-Alternate (Quantitative) Method Comparison] were defined as: Slope within 1.00 +
0.05, absolute value of the intercept is <5.00% of X mean, and correlation coefficient
is 20.95.

Results: Quantitatively (reporting units TU/mL), neither the Inova ELISA kit nor the
AtheNA kit were equivalent with The Binding Site ELISA. Data were also evaluated
qualitatively for Anti ds DNA results for the following: sensitivity (Sens), specificity
(Spec), positive predictive value (PPV), and negative predictive value (NPV). The
AtheNA kit had an agreement at >85% in all four qualitative assessment categories

Factors Affecting Test Results

with The Binding Site ELISA; whereas, the Inova ELISA yielded >85% agreement in
only two categories (Spec and PPV). An additional study corroborated The Binding
Site ELISA and the AtheNA ANA II Plus kit as qualitatively equivalent.

(n=31 samples) The Binding Site ELISA vs.

Assessment AtheNA ANA II Plus Inova ELISA
Sens 100% 70%

Spec 86% 100%

PPV 85% 100%

NPV 100% 33%

Conclusion: The discontinued The Binding Site manufactured ELISA kit for
quantitative measurement of Anti ds DNA levels does not correlate with either
the Inova ELISA or AtheNA ANA II Plus kit. However, the AtheNA kit correlated
acceptably by four qualitative criteria (Sens, Spec, PPV, NPV) with The Binding Site
ELISA for the determination of positive/negative status of Anti ds DNA levels.
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Study On The Possible Interference Of In Vivo Carbamylated
Haemoglobin On The Determination Of Hbalc In Healthy
Individuals, Diabetic And/Or Uraemic Patients

A. Enguix, I. Castro, A. Fernandez, G. Cobos, A. Garcia. Hospital
Universitario V. Victoria, Malaga, Spain,

Background: carbamylated haemoglobin (carbHb) is the most common biochemical
modification of haemoglobin (Hb), appearing in hyperuraemic patients due to the in
vivo reaction of urea with haemoglobin. The aim of this study was to check the possible
interference of blood urea levels on the determination of HbA1c¢ by different methods.

Methods: we used two HPLC analysers and one immunoassay for the determination
of HbAlc. Total numbers of individuals n=832, extracted randomly from our
laboratory database over 30 days SIEMENS Data warehouse for data extraction from
our L.I.S. (ServoLab 1.00.10), and we divided into four groups based on the presence
of diabetes (HbAlc > 6%) and/or renal failure [glomerular filtration rate (GFR) < 60
ml/min (MDRD)]. The Mann-Whitney U test was carried out to establish whether
there were significant differences between the non-diabetic patient groups with and
without renal failure (groups 0 and 2), and to compare the diabetic patient groups with
and without renal failure (groups 1 and 3), on the three analysers, in order to establish
the behaviour of the three analysers as well as the possible interference of high urea
levels in the determination of HbAlc in RF patients

Results: the HbA Ic results showed similar behaviour in the three methods, as regards
the presence or absence of RF (Fig. 1). In the comparison between groups 0 and 2,
a statistically significant increase was observed in the mean HbAlc concentration
(p<0.05); with respect to the comparison between groups 1 and 3, we observed a
statistically significant mean decrease in the HbA 1¢ concentration (p<0.05).

Conclusion: In our study, both chromatography methods and the immunometric
method evaluated behaved similarly in the presence or absence of RF, indicating that
serum urea concentrations do not interfere, and therefore there is no interference from
the formation of carbamylated haemoglobin in the determination of HbAlc.We can
conclude that, in the case of non-diabetic patients, there is overestimation of HbAlc
concentrations in patients with RF and higher urea levels, with the opposite occurring
in the DM group, where the HbAlc values in the group with RF (and higher urea
values) are underestimated. This decrease in the HbA 1¢ estimation (by the 3 methods)
should be taken into account in those diabetic patients who do not have RF but who
later develop it.
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Electro conductivity and bacteria account of distilled water affect
results of internal quality control in clinical chemistry test

W. Chen, H. Hu, J. Tu*. Dept. of Laboratory, Zhongnan Hospital, Wuhan
University, Wuhan, China,

Background: Qualify of distilled water directly affects accuracy of laboratory test
and this therefore is one of the important factors for internal qualify control. However
experimental procedure, instruments, reagents used in experiment, calibration or
qualify control are on the top list when internal control result out of range, fact is
people never consider about water qualify in most case when there is a problem or
problems. We have studied role in monitoring two important factors and how they
affect final testing results.

Method: We monitor electrical conductivity of water daily, culture and count up
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colonies of bacteria weekly, and simultaneously check sodium(Na*) and chloride(CI")
ions, alkaline phosphatase(ALP) in qualify control reagents.

Results: When electrical conductivity is equal to 5 cm ps/cm, coefficient of variation
(CV) for Na+, Cl- and ALP are + 2.8%,+ 3.1% and +3.0% of their target value
respectively;while when electrical conductivity reach to 8us/ cm, CV of the above
factors become to +4.8%, 5..2% and 5.5% of target value. Further even the electrical
conductivity stay at Sps/cm, when bacteria colonies > 15cuf/ml, CV of the above
factors go up +5.7%,+6.8% and+ 8.9% of their target value respectively. The higher
value of electrical conductivity or the more of bacterial colonies;the higher CV of the
target value of those factors we monitoring . The correlation coefficient of electrical
conductivity of water to the above factors is 0.9318

Conclusion: It’s vital for us to get accurate and reliable testing results to do routinely
maintenance on the distilled water preparattion system, to monitoring electro
conductivity, to culture and count bacteria colonies. Especially important to cut down
bacteria number for accuracy and reliability of final testing results.

* Corresponding Author

Evaluation of a new Uric Acid application with enhanced robustness
compared to the current routine method on Abbott ARCHITECT
Clinical Chemistry Systems

J. Lotz!, K. Pick?, R. Schweigert!, K. Lackner'. /Institute of Clinical
Chemistry and Laboratory Medicine, Mainz, Germany, *’Abbott GmbH
&Co. KG, Wiesbaden, Germany,

Background:The measurement of the concentration of uric acid (UA) in heparine
plasma and serum is a basic analysis in laboratory routine. In general, UA assays are
very sensitive to bilirubin and hemoglobin interferences.

Methods:The new generation assay Uric Acid (Abbott Laboratories, IL 60064,
USA, List No. 3P39-21) was evaluated using heparine plasma and serum as sample
source. This assay was compared to the well established Uric Acid assay (Abbott
Laboratories, IL 60064, USA, List No. 7D76-21) on a ¢8000 Architect System. The
imprecision was tested by using control material (Lyphocheck Assayed Chemistry
Control Level 1 and 2, Bio-Rad, Munich, Germany) twice a day for a period of five
workingdays in duplicates.

Results:The CV was 1.2 % (mean concentration 256 pmol/L) and 0.89% (550
pumol/L). According to CLSI guidelines the total imprecision has been calculated
with 1.0 %. The limit of analytical detection was 2 umol/L. The equations of the
regressions were calculated by y = 0.979x+0.33 (r=0.99) for heparine plasma and
y = 0.999x+0.10 (r=0.99) for serum. The linearity was checked from 107 to 1136
umol/L with recovery rates between 95 and 103%. In spiked samples hemolysis had
no impact for up to 10g/L and the assay was not affected by bilirubin and triglycerides
for concentrations of up to 1129 pmol/L and 25 mmol/L respectively. To examine any
interferences of ascorbic acid heparine plasma was spiked to a final concentration of
50 mg/L, which caused no disturbance. In urine samples the total imprecision was
1,32 %. The recovery rate of linearity investigation was between 97 and 102% (tested
range: 6-1719 pmol/L). In urine the ascorbic acid interference was tested up to 500
mg/L. Although, there was a slight decrease in UA concentrations the recovery rate
was always higher than 95%.

Conclusion:The evaluated uric acid assay is a reliable test for clinical routine in
heparine plasma, serum and urine. This assay is unaffected to interferences with
hemoglobin, bilirubin and lipids up to concentrations, which are common in the daily
clinical routine. The assay is suitable for measuring the uric concentration of uric acid
with a low imprecision and over a wide range.

Evaluation of 7-Day Stability of Selected Chemistry Analytes in BD
Vacutainer® SST™ and BD Vacutainer® PST™ Tubes

J. Chance, J. Drew, L. Khumush. BD Diagnostics, Franklin Lakes, NJ,

Background: Evaluation of analyte stability in serum or plasma stored in primary gel
tubes is required to establish acceptable time frames in which samples stored in these
tubes can be tested (or re-tested) to provide accurate results. However, there is limited
information available on the long-term stability of chemistry analytes in these tubes.
Objective: To evaluate the stability of selected chemistry analytes in serum and
heparin plasma stored in opened and unopened gel separator tubes over 7 days at
2-8°C.

Methods: Two BD Vacutainer® SST™ Tubes (BD SST) and two BD Vacutainer®
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PST™ Tubes (BD PST) were collected from each of 40 apparently healthy adult
subjects. After tube inversions, tubes were allowed to clot/stand for a minimum of
30 minutes and a maximum of 2 hours. Tubes were then centrifuged for 10 minutes
at 1300 x g. For one tube of each tube type, the closure was removed and the sample
was tested at initial time (within 4 hours of centrifugation). After testing, a new
plastic closure was applied. These two tubes and the other two unopened tubes were
then stored upright at 2-8°C for 7 days. All four tubes were then removed from the
refrigerator and allowed to stand at room temperature for a minimum of 1 hour. Tubes
were gently inverted, closures removed, and an aliquot from each tube removed
and centrifuged at high g-force to clean up the sample. These samples were then
transferred to new secondary plastic containers, and analyte testing was repeated on
these samples. Thus, for each subject, two samples were tested at initial time and four
samples tested after 7 days storage. Testing at both timepoints comprised a routine
chemistry panel including immunoglobulins (28 analytes) on the Roche Integra® 800,
and selected immunoassays on the Siemens ADVIA Centaur® (Cortisol, Free T3,
Total T3, TSH). Data were analyzed by ANOVA to determine mean biases between
samples tested at 7 days vs. initial time, including both “unopened” (tube tested at
7 days not previously opened/tested) and “opened” (tube tested at 7 days same tube
opened/tested at initial time) comparisons. The clinical significance of changes over
time was assessed by comparison of mean biases to a pre-defined clinical acceptance
limit (CAL) for each analyte.

Results: Most analytes were stable over 7 days in both BD SST and BD PST tubes,
as evidenced by the mean bias of the comparison being within the CAL. For BD SST,
a negative bias was observed for HDL. For BD PST, negative biases were observed
for HDL, glucose and CO2, while positive biases were observed for calcium, LD,
phosphorus, potassium and Total T3. For some analytes in BD PST, the magnitude of
the change over time was greater for the “opened” comparison in which the tube tested
at 7 days was the same tube that had been opened and sampled/tested at initial time.

Conclusion: Overall, analyte stability was improved in serum stored in BD SST tubes
vs. in plasma stored in BD PST tubes.
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Do the boxes for carrying clinical laboratory samples warrant
temperature stability?

G. Lima-Oliveira', S. C. Nazer?, M. L. L. Moreira?, R. F. M. Souza?, G. L.
Salvagno®, M. Montagnana’, M. Scartezini!, G. Picheth!, G. Lippi*, G. C.
Guidi®. 'Federal University of Parana, Curitiba, Brazil, *Diagnosticos da
America, Rio de Janeiro, Brazil, 3Verona University, Verona, Italy, *Parma
University, Parma, Italy,

Background: Among the pre-analytical causes making laboratory results unreliable, poor
quality storage and/or transportation are cited. Inadequate temperature (T) conditions
of specimens during transportation may engender unsatisfactory results. Aim of this
investigation was to evaluate T conditions of samples carried in transport boxes.
Methods: To maintain the correct T range (from 2°C to 8°C / 35.6°F to 46.4°F) four
ice reusable dry gel packs with carbopol gel inside (2 x 200mL and 2 x 500mL) were
correctly placed inside the Coleman® transport box with no biological specimens.
Moreover a calibrated T recorder (Trix-8 Temperature Recorder®, LogTag recorders,
Adarve®, Brazil) was inserted in order to verify T stability. T registration was done
every 5 min during 8 hours. The box was carried by car from a private facility to our
laboratory together with other sample containing boxes. T data were analyzed with
LogTag Analyser®.

Results: See T graph:

Temperature course during sample transportation

Temperature °C
Temperature °F

i i i Correct Temperature Range H i,
ol i i i

0 30 60 9 120 15 180 210 240 270 300 330 360 390 420 450 480 510
Minutes

0 - 30 min: T in open box before ice introduction; the box is suited to receive the
samples after about 4 hour. T maintains stable only for 90 min (from 30 to 120min).
Moreover during approximately 64% of the transportation time (from 125 to 450 min)
T stability was unsatisfactory. It is noteworthy that 20 min after arrival to destination
and regaining conditions of controlled room T, the box T came back within range
(from 2°C to 8°C).

Conclusion: This study showed that usual boxes for sample transportation do
not warrant T stability probably due to the intrinsic box structure which is easily
influenced by external T. Future studies should verify the impact of inside-box
temperature variations on labile analytes, i.e. hormones.

125

Improving Emergency Department Patient Care by Decreasing
Cardiac Troponin Results Turn-Around-Time

J. Zajechowski, V. Luzzi, E. Herberholz, R. Benitez, J. Carey, C. S.
Feldkamp. Henry Ford Hospital, Detroit, MI,

Background and Aim: Lean principles have been applied in our clinical laboratories to
decrease the time between test request and result delivery (TAT) by eliminating non-
value-added activities, and standardizing processes. Our laboratory supports a 950
bed hospital and is the core laboratory for a multi-center health system. Using Lean
principles, we aim at meeting TAT targets for cardiac Troponin I (cTnl), improving
patient care, and reducing cost and patient length of stay in the Emergency Department
(ED). Methods: To achieve the aim, we employed multiple Lean principles and the
Plan-Do-Check-Act (PCDA) cycle. The Lean tools used were work simplification,
visual display, and level load. Specifically, the following changes were implemented:

Management

(1) auto-validation, (2) labeled exclusive rack for ED specimens to increase visibility,
(3) added a faster centrifuge, (4) verbal announcement of ED ¢Tnl, (5) standardized
work, (6) prioritized ED specimens using colored label, and (7) increased
technologists” accountability. We measured TAT for negative c¢TnI’s (<0.2ng/dL) at
30,45’ and 60’after each change and ED length of stay of patients evaluated for chest
pain. TAT was defined as the time a specimen arrived in the laboratory to the time
the result was reported in the laboratory information system. Results: TAT goal for
negative cTnl was 80% of negative results reported in <30min. After multiple PDCA
cycles, we achieved the TAT goal. 80 % of negative cTnl results are reported within
30°. The improvement observed with each PDCA cycle was gradual (Figure) and the
overall TAT improved ~ 3 fold since we first introduced Lean tools into our processes.
TAT improvement contributed to the 18% decrease in the patient’s length of stay in
the ED during their process improvement initiative. Conclusions: Use of Lean tools
improved TAT for negative cTnl results. Continual monitoring sustains improvements
and identifies new opportunities.

Continuous Improvement of TAT for negative ¢Tnl
0%

" — 80%  80% |
§ 0% oo+ GOAL vy
o 0% eyl
: St
S 0% T 70%
frmmmms T 60%
2 50% 1 A o
£ 52% 55%
it 40% g
2 2
HE &
L % 26%
: 10%
0%
& S > gt & ~
N 5 5 ¢ S
& & S & &
& \?@ « & &

Creating Lean Culture through Coordinated Systematic Training

G. Fuhriman, D. Nguyen, A. Edwards, N. Hoffman, W. Chandler, M.
Astion. University of Washington, Seattle, WA,

Background: A specimen procurement division (collection, transportation,
processing, and client services) at a large medical center is becoming a learning
organization through implementing Lean. This has involved use of outside experts,
benchmarking against labs further in the process, and collaborating with a University-
based Industrial Engineering department. Additionally, surveys and interviews
conducted with staff at all levels highlighted the following problems in implementation
among both staff and management.

1. Uncertain commitment to Lean.

2. Insufficient ability to work in teams.

3. Incomplete or absent knowledge of Lean methods and ideologies.

Objective: Create a systematic training process to communicate the department’s
mission, and teach effective team skills and Lean methods to staff and management.
The overall goal is to develop a training system to help transform the culture.
Methodology: A curriculum of 7 interactive modules was created using Adobe
Captivate, totaling about two hours of online content. The modules cover the
following topics:

1. Departmental mission and vision and role of staff in the lab’s success.

2. Standard lab workflow emphasizing the cultural and technical duties required of
each bench.

3. Standard work and the crucial role played by standard operating procedures.
4. Effective teamwork, using Patrick Lencioni’s “Five Dysfunctions of a Team” model.

5. Lean concepts/ tools including waste, 5S, value stream mapping, work flow
diagrams, root cause analysis, the A3, and continuous process improvement.

6. The causes of error and the importance of quality error reporting in a “Just Culture”
and designing a high quality system.
7. Technical instruction on the division’s online error reporting system.

For each module, pre and post quizzes are generated from a 100-question bank which
is divided into topic-specific pools. At the curriculum’s conclusion, question pools are
combined to create a final exam, which serves as a summative assessment of each trainee’s
understanding. The curriculum also includes learning activities that provide the trainee
with standardized opportunities to apply their knowledge. The activities address key
cultural issues such as trust, communication, and safety as well as technical competencies
such as process analysis using Lean tools. At the curriculum’s conclusion, the trainer and
trainee evaluate the trainee’s competency, using a quantitative scale (0="Untrained” to
5="Can mentor and set standards”). The modules, quizzes, activity procedures, checklists,
and final exam are provided online. Quizzes are administered and documented using the
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SumTotal learning management system. At the conclusion of the training, trainees are
asked to fill out course and trainer evaluations and participate in a structured interview
regarding the effectiveness of the course.

Results:The training program has been received well by both training staff and new
hires and the overall understanding of Lean initiatives is improving. Initial findings
show training evaluation scores increased by 62%, teamwork scores increased by
23%. The program establishes consistency in training and has made documentation
more reliable.

Conclusion: Clearly defining the desired work culture and then teaching it to all staff
is essential to transformational change. Creating a standard training program can
establish consistency in developing a Lean culture.
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Laboratory audit facilitates improved serological test ordering in the
diagnosis of celiac disease

Y. Huang', V. L. Grey', H. Brill?, D. Armstrong?®, A. C. Don-Wauchope'.
!Department of Pathology and Molecular Medicine, McMaster University,
Hamilton, ON, Canada, *Department of Pediatrics, McMaster University,
Hamilton, ON, Canada, *Department of Medicine, McMaster University,
Hamilton, ON, Canada,

Background: Suboptimal laboratory test ordering is common in clinical practice.
Laboratories can play important roles to facilitate physician test ordering. Current
guidelines for celiac disease include recommendations to measure anti-tissue
transglutaminase (tTG) to screen for celiac disease in children and adults. We recently
completed a laboratory audit to improve the serological test ordering in the diagnosis
of celiac disease in our clinical service.

Methods: The investigation followed an audit cycle. The specimen number, age,
serological test ordered and ordering physician were extracted from the Laboratory
Information System over three months at McMaster University Medical Centre before
(2008) and after (2010) the implementation of corrective actions identified by the
audit. Test ordering patterns were compared to the requirements of guidelines. The
corrective actions included: updating serological test ordering policy, changing test
menus, group interaction with physicians and publication of a newsletter.

Results: Specimen number during three months before and after corrective actions
was comparable (633 vs. 656). Total test numbers were decreased (1105 vs. 763).
After the corrective actions, ordering of tTG alone was increased from 23.7% to
79.40%. Non hospital physicians’ ordering was reduced from 54.0% to 2.2%. Test
ordering for children by physicians in different specialties met the requirements of
guidelines. Test ordering patterns for adults were significantly improved (Tablel).
Conclusions: The audit identified that overall the test ordering did not meet the
recommendations of the clinical guidelines. Changes to laboratory test ordering by
the use of comprehensive strategies greatly improved the compliance to the clinical

guidelines.
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Use of Biological Variation for Establishing and Harmonizing
Performance Limits for Clinical Chemistry PT Schemes

B. Aslan', J. Gun-Munro?, J. Stemp?, G. J. Flynn'. 'Ontario Medical
Association, Institute for Quality Management in Healtcare, Toronto, ON,
Canada, *Ontario Medical Association, Quality Management Program -
Laboratory Services, Toronto, ON, Canada,

Background: Proficiency Testing (PT) providers use predetermined performance
goals, or allowable limits of performance (ALP), for the assessment of analytical
quality of clinical laboratories. The different providers establish ALPs based
on achievable performance, but there is significant variation between the ALPs
established for the different tests and no consensus for linking PT performance to
medical needs. In 1999, the main outcome of the Stockholm Consensus Meeting for
Global Quality Specifications in Laboratory Medicine was agreement to evaluate the
effect of analytical performance on clinical outcomes, followed by clinical decisions
including data based on biological variation (BV) and PT performance goals. There
are still few studies to support clinical outcomes. However, BV data is available
for many analytes. We use QMP-LS scheme data to compare BV-based ALPs with
ALPs of various PT providers to determine feasibility of using them for establishing
harmonized ALPs that link performance to medical needs.

Methods: QMP-LS participant data for albumin, bicarbonate, chloride, glucose,
phosphate, potassium, sodium, protein (total), urea and urate were evaluated. Six
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human serum samples were distributed to 187 laboratories and the results evaluated.
Results were analyzed statistically using the ISO 13528:2005 robust algorithm to
calculate the adjusted mean and standard deviation and z-scores. Three BV based
limits, Optimum (BV-OP)*, desirable (BV-DES)T and minimum (BV-MIN)i were
established for each analyte as described by Fraser' and Ricos?. ALPs from QMP-LS,
and CLIA were compared.

Results: Calculated BVs and satisfactory participant result percentages are provided.
Except sodium, >95% labs met the BV-MIN ALP and >85% the BV-DES ALP.
percentages

BV-OP*|Satis-factory g\ELS + Satis-factory ]I\S/I\l/l-\l i Satis-factory

(%) |(%) ) (%) 0 (%)
Albumin (n=1049) 3.3 66.8 5.3 86.6 8.0 97.4
Bicarbonate (n=896) 4.8 61.9 7.9 89.7 11.8 98.1
Chloride (n=1097) 1.3 62.3 2.0 87.0 3.0 95.6
Glucose (n=1107) 5.9 96.5 9.6 99.4 14.4 99.9
Phosphate (n=960) 8.7 97.7 14.1 100.0 21.2 100.0
Potassium (n=1115) 4.9 99.0 8.0 100.0 12.1 100.0
Sodium (n=1107) 0.8 56.4 1.2 64.9 1.8 84.5
Total Protein (n=1031) |2.9 72.6 4.7 90.4 7.0 98.4
Urate
(1=986) 10.7 99.4 16.6 100.0 24.8 100.0
Urea
(n=1094) 134|972 21.4 98.9 32.1 99.7
* BV-OP = [0.125(CV+CV 2)'?] +2 (0.25CV,)
 BV-DES = [0.250(CV+CV 2)'?] +2 (0.50CV,)
£ BV-MIN = [0.375(CV+CV 2)'?] 2 (0.75CV)
CV:: Intra-individual BV
CV,: Between-individual BV
z=2.58 (99% CI)

Conclusion: BV-based ALPs can successfully form harmonized ALPs for global
performance goals for PT. Stratification of performance using BV-Min, BV-DES
and BV-OP ALPs may identify analytical methods needing improvement and assist
participants in setting objective, analytical quality goals and monitoring analytical
performance to meet medical needs.

Data Mining of Serial Patient TSH Results to Derive Biologic Variation

G. S. Cembrowski', D. Tran', T. Lee?. !University of Alberta Hospital,
Edmonton, AB, Canada, *Alberta Health Services, Edmonton, AB,
Canada,

Background: Most estimates of biologic variation (s,) are based on periodically
acquiring and storing specimens from reference subjects, followed by analysis within
a single analytic run. We demonstrate for TSH, only previously obtained paired
patient results and summary QC data need to be statistically analyzed to provide
reliable estimates of s,

Methods: A laboratory data repository provided all of the TSH results measured
over a three year period at University of Alberta Hospital in Edmonton. These TSH
measurements (on mostly inpatients) were made on the Beckman Coulter DxI (Brea,
CA). After removing outlying patient results under 0.3 and over 5.0 mIU/L, 1856
different patients had 4155 TSH ordered at least twice within 48 hours (median TSH
= 1.7, average TSH = 1.98 mIU/L). We tabulated the pairs of intra-patient TSH that
were separated by 0- 1,1- 2, 2-3, . . 47-48 and 48-49 hours. The standard deviations
of duplicates (SDD) of the paired PT’s were calculated for each time interval. The
graph of SDD vs. time interval was linear; the y intercept provided by the linear
regression equation represents the sum of s, and short term analytic variation (s): y,
=(s,2 +s,)". The short term analytic variation (s,) was determined with the same type
of consecutive pairs SDD analysis of 2 levels of Bio-Rad quality control specimens
analyzed 5 to 7 times daily over 12 months.

Results: The QC derived s, was 0.10 at the TSH median of 1.7 mIU/L. The regression
equation of the intra-patient SDD vs. time yields a y intercept of 0.52 mIU/L.
Substitution of the QC derived s, results in a s, of (0.52 x 0.52 - 0.1x 0.1)"* = 0.51
mlU/L. When expressed as a relative error, the s, is 30%, higher than the 19% estimate
in Ricos’ compilation of biologic variation. Reasons for these differences include high
prevalence of non-thyroidal illness in hospitalized patients, acute effects of therapy
and disease affecting the hypothalamic-pituitary-thyroid axis.

Conclusion: As would be expected, the comparison of the biologic to analytic
variation indicates that the Beckman Coulter DxI is extremely suitable for monitoring
TSH in inpatient settings. We are extending this analysis to TSH measurements in the
outpatient (referral laboratory) environment. Such derivations of biologic variation
should be extended to other endocrinology tests and immunoassay systems.
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Development of an Online Tool for Exception Handling in Specimen
Processing

E. V. W. Grimm', A. Edwards', F. G. Strathmann', D. Nguyen', N.
Hoffman', M. L. Astion® University of Washington, Seattle, WA, *Seattle
Children’s Hospital, Seattle, WA,

Background: Exception handling refers to the handling of specimens which do not
meet laboratory acceptance criteria for routing, processing, and analysis. Robust
exception handling requires accurate communication and tracking. To improve
exception handling in two Specimen Processing (SP) areas of a large academic
medical center, we evaluated the current QA paper-based system then developed an
online tool specific to lab needs. The goals were to: 1) increase QA form submission,
2) increase efficiency of QA form submission, and 3) use the database generated by
the online QA form for quality improvement.

Methods: Retrospective review of lab information system (LIS) records and paper
QA forms was performed at two hospitals in August 2010. The LIS was queried for
the tests canceled, the accession number, and the cancel code used. Paper QA forms
were reviewed and assigned a cancel code independently. Next, all LIS cancel codes
were assigned a category from 1-5 signifying a likelihood for patient harm (1 highest
potential, 5 lowest potential). Lastly, the LIS and the QA databases were correlated by
accession number to determine 1) the percent of canceled cases generating a QA form,
2) the accuracy of the LIS cancel code relative to the code assigned by the QA form,
and 3) the percent of QA forms submitted for each level of potential patient harm.

Results: In August, 2010, 196,482 tests were ordered generating 70,227 unique
accession numbers of which 7,818 (11%) were canceled. SP performed 2,468
(32%) cancelations, and 436 cancelations (18%) generated a QA form. Of the 191
cancel codes in the LIS, 59 were used by SP. The number of times the QA and LIS
cancel codes matched was 221 (9%). Only 41% of the cancel codes with the highest
potential of patient harm had an associated QA form submitted. The online QA form
was developed using literature review and laboratory staff input. The online form
generates | unique record per exception handling event. Employees choose a phrase
describing the exception, and the correct LIS error code is displayed. The record is
forwarded to a lead or supervisor depending on the potential for patient harm. The
database is searchable with different levels of access depending on job classification.
Pilot studies testing the online QA tool showed increased QA form submission (18%
to 38%) and increased QA submission (38% to 100%) for codes associated with the
greatest risk for patient harm. Employees participating in the pilot elected to continue
using the online tool rather than return to the paper QA form at the end of the pilot.
Conclusion: Exception handling is a central activity in specimen processing.
Cumbersome systems for tracking exceptions lead to low compliance in QA
activities and mask quality problems. An online tool can improve speed, compliance,
reproducibility, and transparency in exception handling.
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Improved Turn Around Time for Send Out Testing of Neuron Specific
Enolase to Meet American Academy of Neurology Practice Parameter
for Prognosis in Post Anoxic Coma

V. Trace, B. Barber, B. Portz, D. Roberts, J. B. Hoyne. Mayo Clinic,
Jacksonville, FL,

Background: The American Academy of Neurology (AAN) published practice
parameters that recommend multi-factorial assessment and testing to predict
poor outcomes of comatose patients after cardio-pulmonary resuscitation. These
assessments and tests include pupillary light response, corneal reflex, motor response
to pain, myoclonus status epilepticus, somato-sensory evoke potential (SSEP) studies
and Neuron Specific Enolase (NSE) testing. In our practice, 5 of the 6 indicators can
be assessed within a 72 hour window after post-anoxic resuscitation. NSE, a non-FDA
approved test performed off-site had a variable turn around time (TAT). Prolonged
NSE test resulting caused delays in clinical decision making. Therefore, a multi-
disciplinary team was formed to evaluate the process and make recommendations
for decreasing TAT. Decreased TAT will improve patient clinical management and
decrease length of stay in Intensive Care Units (ICU).

Objective: To decrease the TAT to <= 72hrs from time of specimen collection to time
of electronic medical record (EMR) test resulting.

Methods: We formed a multi-disciplinary process improvement team which included
all departments that were involved in NSE ordering, sample collection, sample
processing, transport, analysis and test resulting. The team members included a
physician, nursing staff, and personnel from the following work units: laboratory

A42

Management

central processing, reference lab, core lab, and lab quality assurance. Lean principles
were used to record each discrete process in the work flow from test ordering to test
resulting in the EMR. We determined the TATs using service management reports
from the laboratory information systems of our internal and reference laboratories.
Team members investigated obstacles for their assigned step in the process and
proposed improvements for optimizing that TAT interval. We then identified steps
in the overall workflow with the greatest opportunity for improved TAT. Process
improvements were implemented and TAT tracked to quantify effects on TAT.
Results: The average TAT prior to implementing process improvements was 87.3
hours, with a range of 36.0-166.0 hours. Of the 19 samples, 6 (31.6%) were reported
in >96 hours. The ANN practice parameter criterion was met 36.8% of the time. The
average TAT after implementing the process improvements was 52.6 hours, with a
range of 24.7-146.9 hours. Only 3 of the 45 (6.7%) samples were reported in >96
hours. The ANN practice parameter criterion was met 75.6% of the time.
Conclusion: Process improvements significantly improved TAT for NSE Testing in
post-anoxic comatose patients. By monitoring the NSE Testing TAT as one of our
Quality Program indicators, we have been able to maintain the decreased TAT. This
provides the physician with access to test results in a timely manner and facilitates
clinical management thereby decreasing the length of stay in the ICU.

Using sigma-metrics in the evaluation of test analytical performance

Y. Huang, D. Emerson, L. Pormeister, P. St. Louis. Clearstone Central
Laboratories, Mississauga, ON, Canada,

Background: Understanding test analytical performance is important for quality
monitoring. CLSI (guideline C24-A3) proposes applying sigma-metrics for evaluating
test performance as it integrates test quality specification, imprecision and accuracy.
We used sigma-metric principles to establish effective quality monitoring for routine
chemistry tests in our laboratory. Some of our findings are presented here.

Methods: We included 27 routine chemistry tests performed on the Roche Modular
system using Roche reagents. Total allowable error (TE) was defined based on
biological variation (Bio-TE; Ricos, et al, p<0.05) and on CAP proficiency testing
surveys (PT-TE). Cumulated test imprecision data for each level of quality control
(QC; Bio-Rad Assayed Chemistry) were extracted from the Bio-Rad Unity™ QC
Report. Test accuracy (bias) was obtained by comparing our observed mean with the
peer group mean. Sigma-metric of test was calculated using the formula published in
CLSI guideline C24-A3.

Results: Bio-TE was tighter than PT-TE in 72.7 % tests. In half of the tests, the
difference between Bio-TE and PT-TE exceeded 50%. When evaluated against
Bio-TE or PT-TE respectively, 40.7% and 63.0% of tests showed sigma-metrics >5
with low level QCs, whereas 55.6% and 74.1% tests showed sigma-metrics > 5 with
high level (Tablel). Moreover, the sigma-metrics of serum sodium, chloride and
bicarbonate were less than 4 at both QC levels when evaluated against any of the
above test quality specifications.

Conclusions: We have used test sigma performance to establish achievable analytical
goals and to improve test analytical performance.

Table 1. Sigma performance of routine chemistry tests on Roche modular.

Bio-TE
Sigma-metrics <5 Sigma-metrics 25
Albumin, AST,
Sigma- bicarbonate, chloride, |ALT, bilirubin direct,
metrics <5  |phosphorus, sodium, |bilirubin total, GGT
urea
Low level |PT- ALP, caloium,
of QC TE Sigma cholesterol, cholesterol |Amylase, pancreatic
mgetrics s5 HDL, creatinine, amylase, CK, LDH, lipase,
- glucose, magnesium,  |triglycerides, urate
potassium, total protein
i Albumin, bicarbonate,
|gmta\- calcium, chloride, GGT, urea
metrics <5 .
sodium
High level |PT- ALP, cholesterol, ALT, amylase, p ?gcre?tlc
of QC TE cholesterol HDL. amylase, AST, bilirubin
Sigma- . i direct, bilirubin total, CK,
) creatinine, glucose, .
metrics 25 . LDH, lipase, phosphorus,
magnesium, total . . .
R potassium, triglycerides,
protein
urate
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Lean in Virology delivers a predictable service; on time every time

D. Cohen!, T. Ellison?, S. Ali'. 'Imperial College Healthcare NHS Trust,
London, United Kingdom, Cepheid, Buckinghamshire, United Kingdom,

Introduction: Lean improvements are not new to our organisation (the Imperial
College Healthcare NHS Trust, UK). We here demonstrate how the incorporation
of Lean into the Virology department supports the delivery of a predictable service;
on time very time. Lean is a set of tools that deliver demonstrable improvements
in service provision through evidence based methodology by eliminating non-value
adding activities. We describe our successful efforts to improve viral serology
turnaround time (TAT) by improving pre-analytic processes, using existing resources
and the adoption of principles of Lean production. Our goal was to report 80% of
serology tests in less than 2 hour and to no longer distinguish between urgent and
routine testing. High volume, HIV testing was chosen to compare TAT.

Methods: Data was captured on current process capability and performance
(November 2010). A Rapid Improvement Event (RIE) was delivered by Cepheid
Healthcare Consultants which consisted of 2 days Lean theory training followed by
3 days practical implementation in Virology (January 2011). Value Stream Mapping
(VSM) was performed pre- and post-Lean implementation and the magnitude of
change captured. During the RIE, a communication plan was established which was
implemented (24" January 2011). Using the current state VSM as a baseline, the
process was re-engineered and metrics for measurement established. The new process
was implemented as a pilot for two weeks.

Results: Pre- and post-RIE turnaround times were compared. Median processing
time (from receipt to result release) was reduced from 69 hours to 90 minutes (>95%
reduction in turnaround time), and the laboratory surpassed the goal of reporting 80%
of viral serology tests in less than 2 hour. Staff feedback was that after an initial phase
of scepticism was that the changes had resulted in a dramatic improvement in staff
morale and working environment. Samples flowed, the work was completed and staff
freed to perform other duties. The pilot was adopted into routine use.

Conclusion: The adoption of Lean in practices in Virology has resulted in dramatic
improvement in the speed and quality of service delivered to Imperial Trust. The
service now delivers predictable TATs; on time, every time. The phone does not ring
any more because users know that the results will be where needed, when needed
by them. Staff freed up were directed to other tasks such as supporting the quality
manager and inventory management. There has been a decrease in overtime and
the results were so compelling that the Lean process will be implemented across
all Imperial Trust sites and other areas within Virology. Lean delivered profound
improvements in Virology.

Calibration verification for Hitachi and Olympus automatic
biochemistry analyzer with testing blood glucose

Q. Zhou, X. Li, J. Xu, W. Xie, S. Li. Beijing Hospital, National Center
for Clinical Laboratories, Beijing, China,

Background: Since 1988, the College of American Pathologist (CAP) has been
offering materials for calibration verification and has verified that the laboratories
which have passed the calibration verification can perform very well in the proficiency
testing. Clinical Laboratory Improvement Amendments of 1988 (CLIA’88) defined
calibration verification is testing materials of known concentration in the same
manner as patient specimens to assure the test system is accurately measuring samples
throughout the reportable range. In this study, calibration verification for Hitachi and
Olympus automatic biochemistry analyzer with testing blood glucose was perform
in order to present a method of calibration verification and evaluate the results of
calibration verification.

Methods: In accordance with the instruments used, the glucose data were divided into two
groups: Hitachi (74 labs) and Olympus (73 labs) groups. The outliers in each group were
removed using a robust statistical method which was to establish a TUKEY fence, i.c.,
Q,-1.5*IQR to Q,+1.5*IQR. One-sample Kolmogorov-Smirnov test was used to test the
normality. The modified peer means were used as the assigned values. The performance
of calibration verification was based on the approach of calibration verification currently
used by the CAP, i.e., the slope and intercept of the calibration line were tested by one-
sample t test and the percent differences were calculated, the percent differences were
compared with allowable errors. If the calibration line has a slope and intercept which
have no statistically significant difference from 1 and 0 respectively and the percent
differences are within the limits of allowable errors, the evaluation is verified 1; if the
calibration line has a slope and intercept which have no statistically significant difference
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from 1 and 0 respectively and at least one of the percent differences exceed the limits of
allowable errors, the evaluation is different 1; if the calibration line has a slope or intercept
which has statistically significant difference from 1 and 0 respectively and the percent
differences are within the limits of allowable errors, the evaluation is verified 2; if the
calibration line has a slope or intercept which has statistically significant difference from 1
and 0 respectively and at least one of the percent differences exceed the limits of allowable
errors, the evaluation is different 2.

Results: In Hitachi group, verified 1, different 1, verified 2 and different 2 respectively
were 5.4%, 0%, 68.9% and 25.7%. In Olympus group, verified 1, different 1, verified
2 and different 2 respectively were 16.4%, 0%, 58.9% and 24.7%. 3.0% and 7.6%
outliers were removed in Hitachi and Olympus groups respectively.

Conclusion: The method of calibration verification used by the CAP is reasonable and
feasible. The disadvantage of this method is how to delete outliers was not presented,
although the CAP proposed that the outliers should be removed from the data set. In
addition, Most of the participating laboratories (74.8%) can pass the evaluation of
calibration verification.

Should I repeat my 1:2s QC rejection?
L. Kuchipudi, J. Yundt-Pacheco, C. Parvin. Bio-Rad Laboratories, Plano, TX,

Background: Objective - Evaluate performance characteristics of QC strategies
using a 1:2s rule that repeats if the initial evaluation fails. Relevance - Repeating a
QC that is outside 2SD from the mean (1:2s rule) appears to be a common practice.
Although this form of repeat sampling is frowned on by many, the comparative power
of this approach has not been formally evaluated. We compare false rejection rates
(P,), probability of error detection (P ), and expected QC consumption of a repeat
sampling strategy to more commonly accepted QC rules.

Methods: Power functions are computed both mathematically and by simulation for a
1:2s rule, a 1:3s rule, a 1:3s/2:2s/R4s multirule, and two different 1:2s repeat sampling
strategies. The first repeat sampling strategy uses 2 initial evaluations and repeats
any initial evaluation outside 2SD. If any repeated evaluation is outside 2SD the rule
rejects. The second repeat sampling strategy uses 2 initial evaluations and accepts if
both are within 2SD and rejects if both are outside 2SD. Otherwise both evaluations
are repeated and if any repeated evaluation is outside 2SD the rule rejects. Validation -
The mathematically derived power functions were recomputed using simulation. The
results matched the direct computations, validating the approach.

Results: See P_ for QC Rules with 2 initial QC evaluations table.

Conclusion: The drawback of a 1:2s rule is its unacceptably high P;. The drawback
of a 1:3s rule is its low power compared to the 1:2s rule. It is shown that a repeat
sampling strategy provides a reasonable compromise with a P similar to thel:3s
rule, but with power to detect significant error conditions similar to the 1:2s rule.
Additionally, the power of the repeat sampling strategy is greater than the 1:3s/2:2s/
R4s multirule. These improvements come at a modest increase in the average number
of controls tested - N,

P_ for QC Rules with 2 initial QC evaluations

1:3s 1125 1125 1:2s 1:3s/2:2s/R4s
SE N.=2) Repeat any Repeat all N.=2) |N.=2)

N, (N,=2.091)  |(N,=2.174) Q Q

0.0889  [0.0097

0.0 00054 (P,)  |00041(,) (00058 () | ®)
0.5 ]0.0128 0.0106 0.0244 0.1407  ]0.0190
1.0 ]0.0450 0.0505 0.1047 0.2944  10.0647
1.5 ]0.1292 0.1816 0.3182 0.5222 0.1865
2.0 10.2921 0.4375 0.6250 0.7500 _ 10.4069
2.5 10.5219 0.7276 0.8642 0.9048 0.6685
3.0 10.7500 0.9147 0.9681 0.9748 0.8669
3.5 10.9048 0.9833 0.9950 0.9955 0.9632
4.0 10.9748 0.9980 0.9995 0.9995 0.9930

Establishment and Confirmation of Reference Intervals for ten
Assays on The Abbott ARCHITECT cSystems

C. A. Ferrero', F. Rota', B. Nance?, L. Lennartz?, K. Cooper?, D. Armbruster?.
!Sentinel CH., Milan, Italy, >’Abbott Laboratories Inc, Chicago, IL,

Background: Reference Intervals reported in Reagent Instructions for Use (IFUs)
are relevant information available for correct interpretation of patient results.
Additionally, the Laboratory must review reference interval data in order to account
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for possible long-term shifts in the ethnicity and lifestyle habits of the patient - . . l
. . . s Table 1. Wage Regression Results for Effects of Licensing’ on Clinical Laboratory Technologist

population. Manufacturers are requested to support with reliable data for the periodic Wages
verification of Reference Intervals by the Laboratory in order to support a correct O T
classification of the patient results. — 5ge 0507
Abbott Diagnostics and Sentinel CH. have revised and updated reference intervals Licensing (.011) (.018)
for several analytes following the CLSI C28-A2 Guideline. The analytes included in Gender -03gx |
this study were: UIBC, Pancreatic Amylase, Cholinesterase, Cystatin-C, Dibucaine (.010)
Inhibited Cholinesterase, HBDH, Kappa and Lambda Light Chains, CK-MB Activity. Educational attainment .034% 017
Methods: 260 serum samples (130 males and 130 females) were collected from (6(;16?** ((')(f;)**
individuals recruited as donors in a blood bank of a large Hospital in Northern Potential experience (yrs) ‘(.002) '(AOOS)
Italy. Selection of suitable samples was made excluding all specimens containing ) ] e 001+
substances known as interferents according to the IFUs enclosed in the Reagent Kits. Potential experience squared (yrs) (.000) (.000)
Calculation of Reference Intervals was performed, the intervals defined as the 2.5 ] 016 025
and 97.5™ percentiles of each Sample Group with a 90% Confidence Level according Marital status (.010) (.015)
to the non-parametric approach. As per the CLSI C28-A2 Guideline a minimum of Number of own children < 18 yrs in the home 001 _019%
120 suitable results were obtained for each Reference Interval Calculation. (.005) (.008)
Assay List Number [Unit _|[Male Individuals [Female Individuals Observations (N) 4,051 1,665

2.50  [97.5% 2.5 97.5" Adjusted R* .160 119
UIBC 4P79 }lg/dL 69 240 70 310 R L‘hange L006%** .004%*
Cholinesterase — OK24 UL 4389 110928 2879 12669 Note. Dependent variable: Natural log CWI adjusted wages/hr.
Cystatin-C** <=50y 1P93 mg/L 0.31 0.79 0.40 0.99 CWI = Comparative Wage Index. (Taylor & Fowler, 2006). Standard errors in parenthesis. All data

>50y 0.41 0.99 from 2000 U.S. Census 5% Public Use Microdata Sample.
Dibucaine Inhibited 1Model 1: Clinical la_b .technologists, age.d 25-65
6K92 U/L  |800 2074 480 2479 Model 2: Female clinical lab technologists, aged 25-44

Cholinesterase Licensing states: CA, FL, HI, LA, MT, NV, ND, RI, TN, WV
HBDH 6K23 UL [53 [ies a4 148 =05, p= 01, #p < 001

All Subjects Conclusion: The findings suggested a statistically significant, but practically modest
Dibucaine Number __ |6K92 D.N. [78.5-853 licensing premium for clinical laboratory technologists. This study has implications
CK-MB Activity 6K25 UL |<25 for state clinical laboratory personnel licensing policy by providing urgently needed
Kappa Light Chains _ [6K96 mg/dL |122 - 437 empirical wage data for legislators, professionals, and other stakeholders to make
Lambda Light Chains [4P80 mg/dL |62 - 231 informed decisions by weighting very modest wage costs against licensing benefits
Kappa/Lambda Ratio 1.30-2.61 including higher average personnel quality and increased professional stature.
Pancreatic Amylase  [6K22 U/L [8-51

**New Standardisation vs ERM DA471/[FCC

Conclusion: It is widely accepted that Reference Intervals reported in the Reagent [IFU
cannot be adopted without a previous verification study performed on the population
afferent to the Clinical Laboratory. It’s the responsibility of each laboratory to verify
the appropriateness of reference intervals for its patient population, but manufacturers
should assist by providing current interval estimates in Reagent IFUs.

Effect of Clinical Laboratory Personnel Licensing on Wages

M. Hotaling, W. Barkley, C. Jones, G. Burkholder. Walden University,
Minneapolis, MN,

Background: Professional licensing directly affects about 29% of U.S. workers
compared to 15% for unionization (Kleiner & Krueger, 2008), and is considered a
primary means to establish and maintain health care practitioner competence (Greiner
& Knebel, 2003). Clinical laboratory personnel licensing and wages has been largely
ignored with only two studies 30 years apart that provided conflicting conclusions.
This was the first empirical study of clinical laboratory technologist licensing wage
effects after controlling for human capital and individual characteristics wage
determinants. Currently, 11 states and Puerto Rico require personnel licensing,
with New York the most recent adopter (2006). Recently, several states including
Massachusetts, Minnesota, Missouri, and Texas considered licensing bills (McCarty,
2009).

Methods: This nonexperimental correlational study used hierarchical wage regression.
The DV (natural log Comparative Wage Index-adjusted wages/hr), IV (licensing),
and Control variables (education, potential experience, gender, marital status, and
children) data were obtained from Census 2000 5% Public Use Microdata Sample.
Model 1 sample (N=4,061) included full-time clinical laboratory technologists, aged
25-65, BS or MS, annual salary $5K-$175K. Model 2 sample (N=1,665) included
women aged 25-44.

Results: Clinical laboratory technologist wages were 5.8% higher (p < .001) on
average in licensing states compared to nonlicensing states after controlling for these
human capital and individual characteristics, dew‘gc (p <.001). Women working in
licensing states earned 5.0% higher wages (p <.01) compared to those in nonlicensing
states, R? (p <.01), see Table 1.
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Determining labor requirements for manual and automated sample
processing for mass spectrometry testing through workflow analysis

D. H. Tacker', J. Topardo?®, C. Mahaffey?, P. Perrotta'. 'WVU Robert
C Byrd Health Sciences Center, Morgantown, WV, °WVU Hospitals,
Morgantown, WV,

Background: Balancing process efficiency and labor requirements is important when
optimizing methods for laboratory-developed tests. This is challenging for smaller
laboratories that implement complex testing such as mass spectrometry (MS) with a
limited number of full-time equivalents (FTE). Understanding processing workflow
and labor resources required for MS sample preparation would assist these labs in
determining the feasibility of implementing MS testing given limited labor resources.

Methods: A workflow model was built for a vitamin D assay in which samples
are prepared for MS by a single technologist (FTE) through manual solid-phase
extraction (SPE). We processed varying daily batch sizes (5 to 90 samples/batch) in
a random manner over a 4 week period until 20 total batches were analyzed. Timing
was recorded by observers to avoid bias. Technologist discomfort/fatigue was a
subjective measure of work intensity. The manual sample preparation workflow
was then compared to the published claims for workflow on the Tecan™ Freedom
EVO 100® (EVO). Regression analysis was used to optimize batch sizes for manual
processing and to determine volume thresholds for which front-end automated sample
preparation should be considered.

Results: Batch preparation time, fraction of a FTE required to prepare a batch, and
fatigue experienced by technologist for manual sample processing is shown in the
Table. The fatigue experienced by the technologist was largely in the arm, neck, and
shoulder areas. Mathematical regression analysis showed that efficiency and cost were
balanced between manual and automated sample preparation when batch size reached
46 specimens. The labor “cost” at this batch size was 0.25 FTE/batch.

Conclusions: Increasing specimen batch sizes placed measurable increasing
time demands on labor and raised ergonomic concerns when manually processing
specimens for MS testing. For a single FTE, ideal batch sizes are approximately 50
specimens. Front-end automated sample preparation should be considered for larger
batch sizes.
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Workflow Analysis Result

Batch, n 5 15 30 al a0

Prep, mean | 57.7 | 75.3 | 80.7 | 145.3| 184.0
£CI (min) +1.2 | £1.5 | £3.5 | £4.0 [ 1582

Fatigue Mone | Mone | Rild | MMod Per
FTE Eqquiv 01z ( 0,16 | 0,19 | 0.30 0.35
Regressinn Batch [v=1.5048x+50.408; Fit (r)=0.9868

FTE  |y=0.003Lx+ 0.10; Fit {rj=0.9975

Cl=confidence interval; min=minutes; Mod =
moderate ; Per = persistent; FTE =Full time Equivalent
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Lean & Six Sigma implementation in a Central Laboratory to
improve test turnaround time and reduce delays

V. R. dos Santos, M. Ghiringhello, M. S. Cunha. Fleury Group, Sao
Paulo, Brazil,

Background: Fleury Group is a large diagnostic company in Brazil. In 2010, 30
million tests were performed in its clinical laboratories, 32% of them in the Central
Laboratory located in Sdo Paulo city. In order to promote improvement of all processes
to achieve production and administrative efficiency, we assemble a project team called
Lean Team. This team examined the critical processes and promoted improvements
through the use of Lean & Six Sigma.

Aim: Improvement of critical processes using Lean & Six Sigma tools to reduce
turnaround time (TAT) and delays, increasing patient and physician satisfaction and
market competitiveness.

Methods: All critical indicators are monitored monthly and are also present in
the Balanced Scorecard (BSC) of the company. One of the indicators monitored,
specifically chosen to begin this work because it has direct impact on patient care and
satisfaction, is the indicator of results released on time. This indicator is calculated
using all tests performed, comparing the promised TAT with the actual time the results
are released. If any results are delayed, this will generate non-conformity for the
section responsible for processing.

The Central Laboratory accounted for nearly 29,3% of all delays in 2009, and it was
chosen to start the lean & Six Sigma work to reduce delays in test TAT. The 2009
indicator showed 0.60% of delayed results in relation to the total volume of tests done
in this section during 2009.

Tools of Lean & Six Sigma were applied during 2010, allowing stratification of
results, analysis and treatment of problems, standardization of processes and reducing
points of failure. New processes were implemented, such as daily reports, Kanban,
meetings with stakeholders, flows of activities and management board, which allowed
the management analysis of the reasons that led to delays. They triggered immediate
actions in different phases of the service delivery process, from requisition entering
to blood drawing, from nurses to logistics, from information technology to result
reporting.

Results: The first-year result of the implementation of this project was the reduction
of the delays by 82%, from 0.60% in 2009 to 0.11% (4.57 Sigma) in 2010.

Several improvements were deployed to other laboratory sections, and also allowed
improved TAT results for the clinical laboratory as a whole. In this process, all the
requirements and standards of quality were met, ensuring the quality differentials
established by Fleury Group.

Moreover, with more controlled, effective processes, it was also possible to reduce
the TAT of 142 tests, resulting in increased patient and physician satisfaction and
increased competitiveness.

Conclusion: Lean & Six Sigma tools are very important to the management of
critical processes and their continuous improvement by encouraging the achievement
of better TAT, patient and physician satisfaction, quality and others important goals
present in the BSC of the company. Fast TAT in outpatient laboratory services is an
important competitive indicator in Sao Paulo market, and another well-recognized
competitive advantage of Fleury Group by different stakeholders, from patients and
physicians to employers and health plans.

Tuesday, July 26, 10:00 am — 12:30 pm

Reducing Send out Reference Testing Cost: the power in negotiating
the price of one test

S. L. Aleryani. Vanderbilt University, Nashville, TN,

Background: In 2010 it is estimated that the US health sector has spent $6.2 billions
just for sendout reference testing. These are tests not offered in the main hospital-based
core labs and need to be sent to commercial laboratories for esoteric testing. For this
reason many hospital-based reference laboratories (RL) are faced with sky high expenses
associated with RL testing. RL administrators and managers are striving to reduce
and control sentout spending.Unfortunately, the amount of existing literature in the
management and utilization of sentout tests is scarce with most publications are focused on
describing the utilization management by ordering physicians, residents and other health
care providers. They do not examine or provide ways to reduce test prices.

Objectives: In this report we attempt to give a successful simple strategy that we
implemented in our RL to reduce the sentout testing cost.

Methods: A periodic review of utilization reports for 2008 showed that many tests
were sentout in high volumes. The findings were based on the top 20 tests or the “hot
list” we developed, with 250H-VD resides at the top with a monthly send out of >
2000 tests per month. As a result, we negotiated a new price for 250H-VD (11%
discount) between March-November of 2010.

Results: During the 9-months period of 250H-VD testing, currently performed in-house,
we saved our institution a total of $52,400, an average of $5,816 per month, Figure.1.
Conclusions: Our data show that reducing RL sentout expenses is not a difficult
task but requires periodic review of send out test volumes and dedicated efforts. Our
simple could by adopted by any RL.
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Improving The Performance Of The Vitamin B12"Assay Using
Methodology Dmaic- Six Sigma Metrics

M. E. Mendes, N. M. Sumita, P. Romano, V. Morsolleto. Hospital das
Clinicas da FMUSP, Sao Paulo, Brazil,

Background: The aim of this study was to evaluate the application of six sigma metric
using DMAIC methodology (Define-Measure-Analyze-Improve-Control) to reduce
the analytical variation of Vitamin B12 assay in a public tertiary hospital laboratory.
Methods: The serum Vitamin B12 assay was performed by eletrochemiluminescence
method on COBAS e411 (Roche Diagnostics) . We fuse the DMAIC approach.
DEFINITION PHASE: we defined the responsibilities of the team work, we prepared
the SIPOC diagram. The coefficient of variation of the PreciControl Anemia level I
(CVAL1) was considered as critical to quality (CTQ) and the upper limit of acceptability
for the CV was 9%.

MEASURE PHASE: we measured the CTQ time series, with the descriptive statistic.
Tests of repeatability and reproducibility (R&R) were performed. We gathered the
preliminary data to evaluate current process performance and its capability (defects
per million opportunities and sigma metric).

ANALYSIS PHASE: We used quality tools.

IMPROVEMENT PHASE: To reduce the CVA1 we implementated of specific action
plans .

CONTROL PHASE: during 5 months there were the consolidation this plans, we
verifying the benefits, cost savings and the process capability .

The Minitab 15 statistical software was used .

Results: The improvement in the performance indicators were achieved. Others
employees were trained. The process was revised and simplified. Many changes were
done: the workflow, the handling of the samples and the reagents, critical analysis
of internal controls. There were reduction of waste and economy to the laboratory.
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A-147

Pha Mean of CVAI [Process perfomance (Ppk) / Evolution of

S (%) SIGMA Capability DPMO
Measurement  |10,90 -6,01/2,12 312500
Analyze 10,69 -2,15/2,19 281250
Improve 9,72 -0,29 /2,56 156250
Control 6,28 1,48 /5,50 31

Conclusion: The factors that were interfering in the good performance of the Vitamin
B12 assay were detected by the DMAIC methodology.The planning of actions at the
beginning was the basis for the success of whole project.This method optimized the
standardization, helped to solve the analytical problems, improved efficiency and
effectiveness in the production.

Program for Excellence in Relationship with the Supply Chain -
Implementation of a formal channel to give feedback to the supply
chain

A. R. Haag, M. B. Rocha, P. Pedote. Grupo Fleury S.A., Sao Paulo, Brazil,

The Fleury Group, a 30-million test/year diagnostic company in Brazil, launched
in 2010 a Supplier Relationship Management Program called PERC (Programa de
Execeléncia no Relacionamento com a Cadeia de fornecedores), a pioneer project
among Health Services providers. These are the main PERC Objectives: improve
communication and integration between companies; engaged suppliers on Fleury’s
medium and long-term goals; encourage supplier’s participation in continuous
improvement and lean processes; Breakthrough innovation; ensure the quality and
provide constant feedback to providers on their performance. In its first edition, 24
strategic suppliers (38% of total spent) were divided in two categories: Products
and Services. After four quarterly reports the program recognized suppliers that had
the best development and performance in five dimensions: 1-Quality, 2-OTIF (On-
time in Full), 3-Terms and conditions, 4-Sustainability, 5-Creativity and innovation.
Fleury’s team conducted 24 visits to supplier’s sites, totaling 72 meetings and more
than 1,200 hours of work. It was possible to identify that the participants of PERC run
their business in a sustainable way: 60% presented economic initiatives, 80% social
initiatives and 70% environmental initiatives. In the dimension of Creativity and
Innovation, suppliers presented 46 projects for process improvement, and 27 of them
were fully implemented in 2010. The PERC also had a positive impact in participating
suppliers, shown in the figure below:

Improvements identified by suppliers
PERC2010

Cost reduction

Redesign structure

Quality Service/Product
Supplier Process

Internal comunication
Supplier’s Staff Motivation
Suppliers/Fleury communication

In conclusion, a formal channel that provided frequent feedback to the Supply Chain
enabled them to improve quality, processes, innovation and communication. There
was also clear improvement in the governance of the supply chain (transparency,
confidence, clear aims and goals, performance monitoring).The success achieved in
the first year of the PERC confirms the maturity and alignment of Fleury Group and
its Supply Chain. The second edition of PERC2011 was already launched increasing
the number of participants to 40 (more than 50% of total spent).

Laboratory continuous quality improvement through Balanced
Scorecard Strategies

M. Salinas', M. Lopez Garrigos!, A. Santo-Quiles', M. Gutierrez', J.
Lugo', J. Uris®. 'Hospital Universitario San Juan, San Juan, Spain,
2University of Alicante, Alicante, Spain,

Background: Balanced Scorecard (BSC) four perspectives objectives and indicator
results help to define laboratory strategies for continuous quality improvement.

Methods: The laboratory serves a population of 234,403 inhabitants, attending
Inpatients, Emergency Department and Primary Care patients. Three years strategies
are showed related to BSC perspectives. Customer, and Growth and Learning are
referred to Attention Unit that responded to consultations regarding the laboratory
report interpretation, Clinical Cases Sessions that provide continuous education in
laboratory medicine and Nurse Education Program (instructions for sample collection,
and supervision by an experienced nurse), were developed. Customer and Growth and
Learning indicators were assessed by means of internal surveys and manual registers.

The BSC Internal Procedure perspective is related to unacceptable haematology
samples. Registers used to build indicator (the sum of coagulated, insufficient
and unavailable samples, in errors occurred per 1000 samples) were collected and
indicators calculated automatically from the LIS using a datawarehouse application.

Two strategies related to Financial perspective: The corrective measures established
to improve the reported test/purchased test indicator consisted in changing the
technology, switching from daily processing to processing one day a week in relation
to the workload and clinical utility, outsourcing processing to external laboratories or
adjustments in the number of quality controls processed. The indicator reported is the
mean of every test indicator in the core biochemistry laboratory. An official Valencia
Health Agency Catalogue application was used to obtain relative value unit (RVU)
cost (serum glucose cost including supplies, human resources and general hospital
and laboratory expenditures).

Results: The number of Clinical Case Sessions and report interpretation consultations
increased, unacceptable haematology samples decreased and patient response to the
question of whether they would be willing to have blood drawn again improved.
Financial indicators also improved.

Conclusion: BSC strategic objectives and indicators were shown to be useful in
evaluating laboratory continuous improvements.
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In House Solutions to Routine Problems in Molecular Pathology Low
Automation Level Process

G. S. Guimaraes, F. H. Silva, M. A. Belmonte, M. S. Cunha. Fleury
Group, Sdo Paulo, Brazil,

Introduction: Fleury Group is a reference laboratory located at Sao Paulo, Brazil.
With a rigorous quality control program, it is structured and prepared to perform high
volume routines, as long as and low volume tests which have not been fully automated
yet. Manual component of the operation requires a highly focused analyst, in order to
avoid deviations of the process. At the Molecular Pathology Department, we perform
fragmented processes, basically composed by sample sorting, nucleic acids extraction,
reaction setup and thermal cycling, alternating manual and automated steps, all prone
to errors and sample exchanges.
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In order to work with processes that require tubes exchanges, sample position
exchanges inside the plates, plate position exchanges inside the equipment and
sample identification without workflow control, the creation of low cost mechanisms
to reduce errors is necessary.

Methodology: The employment of Poka-Yoke concept (error proofing) through
Lean & Six Sigma methodology in a 72,000 tests/year molecular pathology routine,
associated to low cost resources and an innovative and enterprising spirit.

Results: Through bar codes employed in work batches, in samples and extraction
plates, the process became connected in a way that it is possible to recover
identifications and positions inside the robot plate and transfer them to the pipetage
robot, through bar code scan and excel files. In manual process, it is possible to
connect batches to samples, to intermediary and final tubes.

Customization of Poka-Yoke system in molecular pathology comprehends bar code
labels, orientation signing in plate and rack positioning mediated by colorful signs,
net resources to transfer independent lists generated by equipments, standardization
of file nomenclature and employment of Excel software culminated in personalized
conference checklists. This practice reduced sample exchanges to zero in molecular
pathology process during the last six months of 2010. In the first semester of the same
year, 12 sample exchanges were registered in two incidents.

The positive results are not only sensed by external client, but there is also massive
improvement in organizational climate, once pressure levels are reduced.
Conclusion: Though we have not invested large money sums in error proof systems,
the simple solutions presented above facilitate the operator’s decision-making,
because they require less focus in conferences and work station set up. The impression
of more work required to complete all checkpoints changes rapidly once the analyst
realizes that less time is wasted with doubts that lead to re-thinking of the process, or
fixing unnoticed mistakes which had reached the final client.

Tuesday, July 26, 10:00 am — 12:30 pm
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Harmonization of Measurements of Pregnancy Associated Plasma
Protein-A (PAPP-A) and free beta-human chorionic gonadotrophin
(FbhCG) on different automated analysers

A. Haliassos', C. Tsafaras', M. Rizou', C. Makris?, D. Rizos’. 'Diamedica
SA, Athens, Greece, *Clinical Biochemistry Departmemt, KAT General
Hospital, Kifissia, Greece, *Hormone Laboratory, Aretaieion Hospital,
Medical School, University of Athens, Athens, Greece,

Pregnancy-associated plasma protein-A (PAPP-A) and free beta-human chorionic
gonadotrophin (FbhCG) are the two established biochemical markers that are
used, along with the ultrasound marker nuchal translucency, in the routine prenatal
screening of chromosomal abnormalities in the first trimester of pregnancy.

The dominant method for the determination of the two biochemical markers is the
time resolved amplified cryptate emission (TRACE) technology on Kryptor analyzer
(Brahms Gmbh, Berlin, Germany).

Automated immunoassays for PAPP-A and FbhCG have also been released from
Siemens (Siemens Healthcare Diagnostics Inc, Tarrytown, NY) and from Roche
(Roche Diagnostics GmbH, Mannheim, Germany). The Siemens and Roche
methods are enzyme-labeled chemiluminescent immunometric methods which run
on the Immulite and Elecsys analyzers respectively. Recently, Siemens released a
new recalibrated assay for PAPP-A in order to be aligned with the Brahms-Kryptor
measurements.

The aim of our study was to evaluate the new Siemens Immulite 2000 PAPP-A
and FbhCG assays as well as the old Siemens Immulite 2000 and Roche Elecsys
2010 assays in comparison to Brahms Kryptor method. For each one of the three
comparisons we used different series of fresh serum samples from pregnant women in
the first trimester of pregnancy.

We used linear regression analysis to calculate Pearson correlation coefficients (r),
slopes and intercepts along with their 95% CI using Brahms Kryptor measurements as
the independent variable. The results are shown in the following Table.

Compared method N |Slope [Intercept Ir
FbhCG

New Siemens Immulite 115 [1.05 (1.01-1.08)  |-0.53 (-2.8-1.7) 0.986

Old Siemens Immulite 141 11.03 (1.0-1.06)  |-0.19 (-1.9 - 1.6) 0.988

Roche Elecsys 84 10.96 (0.88-1.05) |1.92 (-1.9-5.8) 0.928
PAPP-A

New Siemens Immulite 115 ]0.99 (0.94-1.03)  |-0.40 (-0.67--0.12)  0.969

Old Siemens Immulite 140 |0.60 (0.57-0.62)  {0.05 (-0.04-0.14) 0.979

Roche Elecsys 86 ]0.97 (0.91-1.03)  ]0.01 (-0.3 -0.23) 0.961

The new recalibrated Siemens Immulite assay for PAPP-A seems now to be in
agreement with the Brahms Kryptor assay (slope = 0.99) compared to the old Siemens
Immulite assay which measured values almost 40% lower. The new and the old
Siemens Immulite assays for FbhCG are both in agreement with the Brahms Kryptor
assay. Roche Elecsys assays for FbhCG and PAPP-A are both in agreement with the
corresponding Brahms Kryptor assays but with lower correlation.

Pediatric Reference Intervals for Alpha-Fetoprotein by 2
Immunoassay Analyzers

S. L. La’ulu', K. J. Rasmussen', W. L. Roberts. ARUP Institute for
Clinical and Experimental Pathology, Salt Lake City, UT, *Department of
Pathology, University of Utah, Salt Lake City, UT,

Increased concentrations of alpha-fetoprotein (AFP) are observed in a number of
diseases. It is primarily used to aid diagnosis of hepatocellular carcinoma and as a
marker of other tumors. A pediatric reference interval study was conducted for AFP
using the Beckman Coulter Access 2 and Roche Diagnostics Modular Analytics E170
analyzers. Subjects undergoing elective surgical procedures at Primary Children’s
Medical Center were enrolled after obtaining parental permission. All subjects

Pediatric/Fetal Clinical Chemistry

were excluded for known medical conditions, medication use, or if the parent did
not provide consent. The study included 447 females and 466 males from 6 months
through 6 years of age. Blood was collected into serum separator tubes, allowed
to clot for 30 minutes at room temperature, and centrifuged. Aliquots were stored
in liquid nitrogen prior to testing. An aliquot was thawed, mixed, and centrifuged
prior to analysis by the Access and E170 analyzers on the same day. The results
were analyzed and partitioned by age and gender. Due to insufficient sample size for
some groups (n<120), transformed parametric reference intervals were established.
‘When no statistically significant differences were observed, gender and/or age groups
were combined. Analysis of group combinations were performed independently by
analyzer and resulted in the same groups for both analyzers. The proposed reference
intervals are summarized in the table. Significant differences were observed between
males and females for 6 -11 months of age and 1 year of age. No significant difference
was observed between males and females for 2 to 6 years, therefore genders were
combined. However, there was a significant difference observed between the 2 year
subject group from the 3 to 6 year subjects for both genders. AFP reference intervals
decreased with increasing age and reached adult concentrations by age 3 years.

Upper Limit  [95% CI” (Upper [Proposed RI
Gender(s) _|Age Range N (ng/mL) Limit) (ng/mL)
Beckman Coulter Access
F 6-11 months  [40 [96.9 64.2 - 140.7 0-97
M 6-11 months |65 [59.8 43.7-79.9 0 - 60
F 1 year 72 140.6 29.7-54.2 0-41
M 1 year 65 [16.6 13.3-20.5 0-17
F&M 2 year 134 [10.6 9.0-12.4 0-11
F&M 3-6 years 537 14.8 4.5-5.1 0-5
Roche E170
F 6-11 months 39 [118.3 71.6-1954 0-118
M 6-11 months |63 [69.1 48.2 - 99.0 0-69
F 1 year 67 [38.1 27.6 - 52.7 0-38
M 1 year 64 [21.0 15.8-28.1 0-21
F&M 2 year 131 [10.7 9.0-12.8 0-11
F&M 3-6 years 522 |5.2 4.8-5.6 0-5

*CI = Confidence interval
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Alpha-1-antitrypsin Deficiency in Fraternal Twins Born with Familial
Spontaneous Pneumothorax

D. N. Greene', M. Procter?, P. Krautscheid’, R. Mao', E. Lyon', D. G.
Grenache'. 'University of Utah, Salt Lake City, UT, ’ARUP Institute for
Clinical and Experimental Pathology, Salt Lake City, UT,

Background: Spontaneous pneumothorax is a rare condition that occurs when air
accumulates in the pleural space without preceding trauma or obvious underlying lung
disease. A positive family history is found in about 11.5% of cases and is referred
to as familial spontaneous pneumothorax (FSP). In adults and adolescents, FSP has
been mechanistically and genetically linked to Birt-Hogg-Dube syndrome, Marfan
syndrome, alpha-1-antitrypsin (AAT) deficiency, homocystinuria, and Ehlers-Danlos
syndrome. In neonates, the mechanism of FSP is poorly understood and is likely
multifactoral. FSP is uncommon in neonates with four cases reported in the literature.
There has not been an etiology established for neonatal FSP. We report a case of
fraternal twin boys born with a spontaneous pneumothorax.

Case: The twins’ family history is remarkable for reactive airway disease and a female
sibling born with spontaneous pneumothorax. The family had no history of connective
tissue disorders, renal cancer, or dermatologic diseases. AAT phenotype analysis
revealed identical, uninterpretable patterns in both infants. Additional investigations
were performed to definitively identify what appeared to be a novel AAT phenotype.

Methods: Total AAT was measured using an immunoturbidimetric assay. AAT
phenotype was determined using isoelectricfocusing electrophoresis followed by AAT
immunodetection. DNA was extracted from whole blood and all coding exons of the
SERPINAI gene (which codes for the AAT protein) were bidirectionally sequenced.

Results: Total serum AAT concentrations were 117 and 132 mg/dL for twin A and
B, respectively (reference interval 100-200mg/dL). Analysis of their AAT genotype
revealed that they were both compound heterozygous for rare SERPINAI alleles.
Additional serum and whole blood specimens were collected from the twins and their
parents. Total AAT concentrations of the mother and father were 153 and 107 mg/
dL, respectively. AAT phenotype analysis of the parents revealed that each expressed
one normal and one abnormal AAT variant. Gene sequence analysis revealed that
both parents carried one normal allele plus one rare SERPINAI allele and that each
twin had inherited both of the rare parental alleles. Allele S330F was inherited from
the mother and A60T;K129E from the father. The A60T (M ) mutation has been
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previously reported to be a benign mutation; A60T has never been reported in cis
with K129E. S330F (S ..) has also been reported as a benign allele. Homozygosity
for the rare A60T and S330F has not been reported; thus, the pathogenicity of the
variants cannot be confirmed. The total AAT concentration in the second sample
collected from twins A and B were 72 and 92 mg/dL, respectively, values compatible
with an AAT deficiency. Since AAT is an acute phase reactant, the decrease in AAT
concentrations between the two samples (11 days apart) is not unexpected following
a traumatic birth. It is also noteworthy that twin A, who consistently had the lower
AAT concentration, had a more severe case of FSP, requiring chest tube insertion and
needle thoracentesis; twin B’s FSP resolved without additional intervention.

Conclusions: These findings suggest that the combination of A60T;K129E and S330F
AAT alleles are likely deleterious and may play a role in neonatal FSP.

Validation of Lamellar Body Counts (LBC) on a Sysmex XES5000
Hematology Analyzer

D. A. Dalenberg, N. A. Baumann, D. R. Block, A. K. Saenger. Mayo
Clinic and Foundation, Rochester, MN,

Background: Respiratory distress syndrome (RDS) in neonates is caused by insufficient
lung surfactant production and can lead to morbity and mortality in newborns. Laboratory
testing to assess fetal lung maturity enables physicians to assess the risk for RDS prior to
delivery. Pulmonary surfactant is synthesized by type II pneumocytes and packaged into
lamellar bodies that pass into the amniotic fluid. The concentration of lamellar bodies in
amniotic fluid can be used to determine fetal lung maturity. Since lamellar bodies (1-5
um) are of similar size as platelets (2-4pm), a standard hematologic counter can be used to
quantify the concentration in amniotic fluid.

Objective: To validate lamellar body counts (LBC) on a Sysmex XE5000 hematology
analyzer and compare results with those obtained using the Abbott TDx FLM II assay.

Methods: Concordance between the Abbott TDx FLM II assay (surfactant/albumin
ratio) and LBC on a Sysmex XE5000 was assessed using residual amniotic fluid
samples submitted for routine clinical testing (n = 76). Amniotic fluid samples that
were centrifuged, frozen, or had visible meconium or blood contamination were
excluded. A cutoff of >55 mg/g was used for the TDx FLM II assay and a cutoff
of >50,000/uL was used for the Sysmex XE5000 LBC to predict maturity. The cut-
offs suggesting fetal lung immaturity were <40 mg/g and 15,000/uL for the FLM II
assay and LBC, respectively. Results between the immature and mature cut-offs are
considered indeterminate

Results: Imprecision studies demonstrated intra-assay CV’s of 4.6% and 2.8% at
concentrations of 16,200/uL and 53,900/uL, respectively and inter-assay CV’s of
6.7% and 4.0% at concentrations of 13,700/uL and 59,400/uL, respectively. The
lower limit of quantitation (CV < 10%) was 6250/uL with a CV of 7.1%. The assay
was linear over the range of 5000 - 105,000/uL (r> = 0.99, slope = 0.99). Overall
concordance between the TDx FLM II method and the Sysmex XE5000 LBC results
was 72.4%. Concordance between immature and mature results was 96.8% and
55.6%, respectively.

Conclusion: Lamellar body counts on the Sysmex XES5000 demonstrated excellent
analytical performance. Overall concordance between the two methods was
acceptable; however agreement between the methods for predicting maturity was not
optimal. LBC is a rapid, widely available, and inexpensive method for assessing fetal
lung maturity, however clinical cut-offs for LBC on the Sysmex XE5000 need to be
verified with outcome studies due to poor concordance with the FLM II assay.

Pediatric Reference Intervals for Follicle Stimulating Hormone

S.L.La’ulu!, K. J. Rasmussen!, W. E. Owen', W. L. Roberts>. 'ARUP
Institute for Clinical and Experimental Pathology, Salt Lake City, UT,
’Department of Pathology, University of Utah Health Sciences, Salt Lake
City, UT,

In infants and children, follicle stimulating hormone (FSH) concentrations rise shortly
after birth and then fall to very low concentrations by 6 months in boys and 1-2 years
in girls. Later, concentrations begin to rise again before the beginning of puberty and
the development of secondary sexual characteristics. FSH and luteinizing hormone
are used to diagnose delayed or precocious puberty in children. Measurement of
FSH is also used to evaluate pituitary function and aid in diagnosis of pituitary or
hypothalamic disorders. A pediatric reference interval study was conducted for FSH
using the Roche Diagnostics Modular Analytics E170 analyzer. Subjects undergoing
elective surgical procedures at Primary Children’s Medical Center were enrolled
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after obtaining parental permission. All subjects were excluded for known medical
conditions, medication use, or if the parent did not provide consent. The study included
407 females and 440 males from 6 months up to 7 years of age. Blood was collected
into serum separator tubes, allowed to clot for 30 minutes at room temperature, and
centrifuged. Aliquots were stored in liquid nitrogen prior to testing. An aliquot was
thawed, mixed, and centrifuged prior to analysis. The results were analyzed and
partitioned by age and gender. When no statistically significant differences were
observed, gender and/or age groups were combined. The proposed reference intervals
are summarized in the table. Significant differences were observed between females
and males. For females, there was a significant difference observed between the age
groups 6 months to 2 years, 3 to 4 years and 5 to 6 years. No significant difference was
observed between age groups for males, therefore all male subjects were combined to
establish the reference interval. Reference intervals for FSH should be gender-specific
throughout life. Establishment of pediatric reference intervals for FSH should be
useful in clinical practice.

Lower N . Upper N .
Gender(s) [Age Range [N [Limit ?f(f) (e:rl Limit) Limit ?SA) gLim' 0
u/L) W Yaury PP !
F 6 months-2, C0 1) 4 1.0-15 8.0 72-9.4
lyear
F 34years |24 (0.6 05-1.0 50 [43-6.1
F S-6years  |123 [0.5 03-0.6 32 [9-34
M 6 months-61, 0 19 3 03-0.3 2.2 18-2.5
lyear

*CI=Confidence interval
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Pilot assessment of use of color intensity distribution by image
analysis to classify results of the phosphatidlyglycerol (PG)
agglutination test for fetal lung maturity (Amniostat-FLM-PG)

J. M. McFalls', L. J. McCloskey', D. G. Grenache?, D. F. Stickle'.
I Jefferson University Hospitals, Philadelphia, PA, *University of Utah
School of Medicine, Salt Lake City, UT,

Background: The Amniostat-FLM-PG agglutination test (Irvine Scientific, Santa
Anna, CA) is intended to indicate whether PG in an amniotic fluid sample is at least as
great as that of a low-positive control (0.5 ug/mL). Test results are assessed visually
based on particle size and color. Because qualitative visual assessment of weak
agglutination relative to low-positive control is often difficult, we examined whether
color intensity distribution of test results obtained by image analysis could provide an
objective means of test interpretation.

Methods: Agglutination tests using kit-supplied negative, low-positive and high-
positive control samples were conducted per kit instructions. After room-temperature
drying (30 min), a digital image of each test was obtained using a scanner. Image
analysis software was used to obtain the distribution of 8-bit (0-255) color intensities
of pixels within the test area.

Results: An example of distributions of pixel color intensities are shown in the Figure
(color intensity (v) vs. -log of cumulative fraction of pixels (x) above y). Areas of
above-negative color intensity for positive controls involved only approximately 10%
of total pixels (x>1). The color intensity distributions and areas-under curve (AUCs)
for x>1 consistently distinguished negative, low-positive and high-positive controls
in correct order. However, the ratio (R) of AUCs for low-positive controls relative
to negative controls had high intra-assay variability. For example, R calculated for
9 possible combinations of 3 low-positive controls vs. 3 negative controls within a
single run of CAP survey samples showed intra-assay CV of 14% (R=1.55+/-0.21,
n=9).

Conclusions: Color intensity distributions can readily distinguish negative, low-
positive and high-positive controls in the PG agglutination test. However, there was
high intra-assay variation of AUCs for low-positive controls relative to negative
controls. For this reason, AUC comparison to low-positive control as an absolute
cutoff for designating weakly agglutinating samples as positive or negative in a
singleton assay is not recommended.
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First-trimester reference intervals for thyroid function tests for the
Beckman Coulter UniCel® DxI 800 and the Roche Modular Analytics
E170 analyzers

S. P. Wyness', S. L. La’ulu!, W. L. Roberts?. ’ARUP Institute for Clinical
and Experimental Pathology, Salt Lake City, UT, *Department of
Pathology, University of Utah, Salt Lake City, UT,

Thyroid function in pregnant woman is important to monitor, because abnormalities of
the thyroid can lead to complications during pregnancy and lead to neonatal pathology.
The objectives of our study are to establish method specific first-trimester reference
intervals (RIs) for thyroid stimulating hormone (TSH), free thyroxine (FT4), free
thyroxine index (FTI), thyroxine (T4) and thyroid hormone binding ratio (THBR).
In our study we analyzed 2,090 surplus serum samples which had been previously
submitted for first-trimester maternal screening (median age 31, weeks gestation
10-13). RIs for 134 healthy non-pregnant subjects were determined (91 females, 43
males, 18 to 64 years of age, median age of 29). All samples were previously tested for
thyroglobulin autoantibodies (TgAb) and thyroid peroxidase autoantibodies (TPOAb)
using an Abbott ARCHITECT 2000y, and only negative samples were included.
Samples were analyzed by both Beckman Coulter UniCel® DxI 800 and Roche
MODULAR Analytics E170 analyzers for TSH, T4, FT4 and T-Uptake. T-Uptake
was used to calculate THBR and FTI for both methods as described in their respective
package inserts. Non-parametric, central 95% RIs for TSH were calculated for all
subjects. RIs for FT4, FTI, T4 and THBR were determined by analyzing only those
samples which fell within the TSH RI for each method (table). Significant differences
were observed between methods for both lower and upper Rls for FT4 and FTI and
the upper Rls for TSH and T4. Lower and upper non-pregnant reference limits for
TSH, FT4 and THBR were higher than those for pregnant subjects for both methods.
Non-pregnant reference limits for FTT were higher for the DxI 800 and lower for the
E170 compared to those for pregnant subjects. Method specific RlIs are necessary for
thyroid function tests for the first trimester of pregnancy.

Summary of Reference Intervals

Analyte/Subjects | DxI 800 EI70

N 2.5" percentile 97.5" percentile 2.5" percentile 97.5" percentile

(90% C1) (90% C1) (90% C1) (90% C1)

TSH (ulUfmL)
Pregnant 2090 [004(003-006) [298279-3.01)  [209 [0.03(0.02-005) [3.40 (3.24-3.69)
Nonpregnant 134 [032(001-059) |421(13-516)  |134  [036(0.01-0.72) [4774.14-530)
Mangfacturer 217 o34 5.60 516 (027 420
FT4 (ng/dL)
Pregnant 1987 [057(056-059) [104(1.02-105)  [1.987 [0.86.(0.85-087) [142(1.41-144)
Nonpregnant— [128 [0.61(056-065) [1.10(1.06-1.19)  [128  [0.89(0.80-0.93) [1.58 (1.50- 1.65)
Mamifacturer —— [316 061 112 o1 [0.93 17
;mt/:(';flf;/ 131 |0520047-057) |rosos-127) |48 foo4 152
FTI
Pregnant 1987 [4.93(483-506) [10.00(9.83-1026) [1.987 [571(560-582) [11.78(11.63-12.12)
Nonpregnant 128 [5.11(441-5.50) [1143(937-1568) [128  [477(450-5.02) [10.77(9.90-1197)
T4 (ug/dL)
Pregnant 1987 [6.67(650-685) [13.00(1271-1327) [1987 [6:70(651-692) [14.59 (1436 - 14.78)
Nonpregnant—— [128 [6.08(549-6.44) 13711200~ 1480) 128 [5.104.63-532) [12.46 (1178 - 14.00)
Manifacturer |53 [6.09 1223 0 |as 17
THBR
Pregnant 1987 [0.61(060-0.61) [092(092-093)  [1.987 [0.72(0.72-0.73) [0.95 (0.94-0.96)
Nonpregnant 128 [0.68(0.60-0.73) [1.03097-1.12) |18 [0.790.75-0.81) [1.16(1.10-132)
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Pediatric reference values for commonly used biochemical tests in
central Ghana

D. K. Dosoo', E. Kwara!, K. Osei-Kwakye!, S. Amenga-Etego!, P.
Bilson', E. Mahama', E. Awini?, D. Adu-Gyasi', K. Kayan', K. Tchum!,
S. Apanga', K. Asante!, K. Koram?®, S. Owusu-Agyei'. 'Kintampo Health
Research Centre, Kintampo, Ghana, ’Dodowa Health Research Center,
Dodowa, Ghana, ’Noguchi Memorial Institute for Medical Research,
Accra, Ghana,

Background: Our aim was to establish age-specific pediatric reference values for
commonly used biochemical tests that can be used for routine patient care and the
screening and monitoring of children participating in clinical trials in central Ghana.
Methods: Serum samples from apparently healthy children <1 year (n=271), 1-4
years (n=422) and 5-12 years (n=485) were analysed for alanine aminotransferase
(ALT), aspartate aminotransferase (AST), total bilirubin, urea and creatinine on the
Vitalab Selectra E Clinical Chemistry analyzer (Dieren, The Netherlands). Median
(50% percentile) and reference values (2.5" and 97.5" percentiles) were determined
nonparametrically for each analyte and age group using Stata 11 statistical software
(Stata Corp, TX, U.S.A) according to Clinical Laboratory and Standards Institute /
International Federation Clinical Chemistry C28-A3 guidelines. Outliers were
removed using the Dixon test.

Results: The median and reference values for each analyte and age group are
presented in Table 1 below:

Table 1: Median (and reference values) of biochemical and haematological tests for
children in the middle belt of Ghana

Median (reference values)

Age group <1 year 1 - 4 years 5 - 12 years
Biochemistry

ALT (U/L) 17 (7-40) 21 (7-51) 20 (5-53)
AST (U/L) 41 (23-67) 37 (21-71) 31 (19-57)
Total Bilirubin (pmol/L) 6.3(1.8-23.2) |5.9(1.6-19.5) 6.7 (1.7-18.9)
Urea (mmol/L) 1.6 (0.6-3.6) 1.7 (0.5-4.2) 1.9 (0.6-4.5)
Creatinine (pmol/L) 31 (16-46) 34 (18-54) 50 (33-74)

Conclusion: We have established age-specific pediatric biochemical reference values
that would be used to improve healthcare and the enrolment and management of
children during clinical trials in central Ghana.

Serum Calcium and Phosphate levels in Ghanaian Children with
Sickle Cell Disease

F. A. Botchway', W. Ababio?, P. Bannerman-Williams', C. E. Lekpor?,

C. A. G. Amenumeh®. 'Child Health Department Laboratory, Korle Bu
Teaching Hospital, Accra, Ghana, *Central Laboratory Services, Korle Bu
Teaching Hospital, Accra, Ghana, *Pathology Department, University of
Ghana Medical School, Accra, Ghana, *“Maternity Laboratory, Korle Bu
Teaching Hospital, Accra, Ghana,

Background: Biochemical abnormalities have been associated with sickle cell
disease. Studies on serum phosphate and calcium levels in sickle cell disease have been
conflicting and the paucity of information on the role of these ions in the pathogenesis
and management of sickle cell disease. This study was aimed to determine the serum
calcium and phosphate levels in Ghanaian Children with sickle cell disease.
Methods: Ninety six children ( 48 Hb SS and 48 Hb SC ) aged 1 year to 12 years
attending the sickle cell clinic of the Child Health Department of Korle Bu Teaching
Hospital and 96 aged matched controls (Hb AA) were recruited for the study after
an informed consent . Venous blood samples was collected from each subject and
the serum was used for calcium, phosphate and albumin analysis using Jas reagents
(Jas Diagnostics Inc, USA) on Atac 8000 random chemistry auto analyzer ( Elan
Diagnostics, USA). Statistical analysis was done by simple parametric methods.
Results: The mean serum calcium level in sickle cell disease patients was 2.08
mmol/L (+/-0.30) while that of the control group was 2.28 mmol/L (+/- 0.15). The
mean serum phosphate level in sickle cell disease patients was 2.18mmol/L (+/- 0.70),
while that of the control group was 1.48mmol/L (+/-0.60). The mean serum albumin
level in sickle cell patients was 3.88 +/-0.78 g/dL, and that of the control group was
3.82+/-0.52 g/dL.

Conclusion: There was significantly lower calcium level in sickle cell disease patients
compared with the control s at p<0.01. There was a significantly higher phosphate
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level in sickle cell patients compared with the controls at p<0.001. There was no
statistical difference in the serum albumin levels in patients versus the controls, thus
eliminating any difference in the albumin binding to calcium. Hyperphosphatemia
and hypocalcaemia was found in the sickle cell disease patients. Lowering the serum
phosphate levels may enhance the prognosis of sickle cell disease patients.

Multicenter Performance Evaluation of the RAPIDPoint® 405
Neonatal Bilirubin Method

S. L. Barnes', D. Walck?, T. Wilhite?, M. Vallen-Thompson?®, S. P. Volkir, D. J.
Dietzen®, S. Jortani'. ' University of Louisville School of Medicine, Louisville, KY,
2St. Louis Children’s Hospital, St. Louis, MO, Siemens Healthcare Diagnostics,
Norwood, MA, *Washington University, St. Louis, MO,

Objective: To evaluate the accuracy and imprecision of the RAPIDPoint 405 neonatal
bilirubin* (nBili) whole blood method when used by point-of-care (POC) operators.
Relevance: Bilirubin is a bile pigment derived from the decomposition of hemoglobin.
Measurement of nBili aids in the assessment of jaundice and the risk of kernicterus.
Methodology:The RAPIDPoint 405 (RP405) and RAPIDLab 1245 (RL1245) blood
gas analyzers (Siemens, Tarrytown, NY, US) both feature a CO-oximetry module
for reporting CO-ox fractions and total hemoglobin. The systems employ optical
absorbency on nonhemolyzed whole blood specimens. At each of three clinical testing
sites, four POC operators tested the RP405 and RL1245 analyzers with the following
minimum design requirements: 5 days of reproducibility using three QC levels in
quadruplicate, 15 days of method correlation using 40 whole blood neonatal bilirubin
specimens in singleton, and continuous automated QC. Recommendations outlined in
the CLSI EP05-A2 and EP09-A2-IR documents were used to assess imprecision and
method correlation, respectively.

Results: RP405 nBili total (and within-run) %CV estimates were 2.6%-9.6% (2.3%-
3.1%) for manual QC and 1.9%-3.1% (1.7%-2.6%) for automated QC. For the method
correlation (all-sties combined); the RL1245 nBILI results (range = 2.1 - 23.9 mg/
dL) resulted in the following Deming regression equation: RP405 = 0.92 (RL1245) +
0.15, R =0.95 (Figure 1).

Conclusion: The RP405 nBili method demonstrated clinically acceptable imprecision
and correlation with the RL1245. The RP405 offers a viable alternative for
measurement of neonatal bilirubin suitable for use at the point of care.

* Not available in the US. Pending 510K clearance. For investigational use only. The
performance characteristics of this product have not been established.
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Prevalence of Impaired Kidney Function in Hospitalized Pediatric
Patients

J. F. Sebestyen, A. M. Ferguson, U. Garg, B. A. Warady. Children’s Mercy
Hospitals and Clinics, Kansas Ctiy, MO,

Background: The severity of chronic kidney disease (CKD) is classified into 5 stages
based on the calculation of an estimated glomerular filtration rate (¢GFR). Recently,
the Schwartz formula, used to estimate GFR in children, was found to routinely
overestimate the eGFR due to a change in the methodology of serum creatinine
determination. A new estimating equation has been generated by the Chronic Kidney
Disease in Children (CKiD) study, which more accurately estimates GFR based
on an IDMS standardized enzymatic creatinine measurement. The new equation
makes it possible to estimate the GFR of children undergoing an assessment of their
serum creatinine, blood urea nitrogen (BUN) and height. The goal of this study was
to calculate the eGFR of the inpatient population over 6 months and estimate the
prevalence of impaired renal function in a hospital setting Our program automatically
calculated the eGFR from height, urea and IDMS-calibrated serum creatinine values
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from patients admitted to our institution..

Methods: Collection of eGFR and demographic data from hospitalized children
between 1-22 years over 6 months. When multiple eGFR values were available on a
single patient, the highest value was included in the analysis.

Results: During the 6 months, 1512 eGFR values were recorded. Mean age: 8.5
years, mean serum creatinine: 0.51 mg/dL, and mean eGFR: 101.82 mL/min/1.73m>.
Prevalence of low eGFR by CKD stage was: stage 4: 0.7%, stage 3: 3.1%, and stage
2:27.4%. Data on the patients in each group are presented in Table 1.

Conclusion: Based on this initial study, more than one-quarter of hospitalized patients
have impaired renal function, as determined by an automated estimation of GFR. The
majority of these patients had an eGFR between 60-90 mL/min/1.73m?. Further study
of these patients will determine the ability of this screening process to detect CKD
early in its course.

Table 1.

eGFR group (Number [Age, Year Heioht. cm Serum Creatinine, eGFR, mL/

(mL/ of Mean Mefn (’SD) mg/dL min/1.73m’

'min/1.73m?) Patients  |(SD) Mean (SD) Mean (SD)
125.5

>90 1043 8.2 (5.5) (32.7) 0.4 (1.3) 113.9 (51.2)
128.1

60-90 410 9.4 (6.7) (38.1) 0.6 (0.2) 79.8 (7.1)
113.6

30-59 47 10.4 (6.9) (53.7) 0.9 (0.5) 46.1 (8.6)

15-29 10 11.0 (8.9) (1521947) 3.4(1.8) 22.1 (4.8)

<15 2 13.5(0.7)[154.5 (0.7) |8.7 (4.8) 10.1 (6.8)

Cystatin C: election marker in chronic renal failure in pediatric patients

S. Caparrés Canovas, C. Bermudo Guitarte, E. Pérez Gonzalez, J. L.
Garcia de Veas Silva, M. Merchan Iglesias, A. Rodriguez Rodriguez, C.
Gonzalez Rodriguez, V. Sanchez Margalet. HUVM, SEVILLE, Spain,

Background: Glomerular filtration rate (GFR) is considered the best index for
assessing renal function in both healthy subjects and in patients.

In clinical practice, creatinine is the most commonly endogenous marker used FG
despite being subjected to different sources of biological variability and not sensitive
enough to identify early stages of renal damage (serum concentration does not rise
until the FG is not below 50%).

Therefore, the need for a simple marker of GFR, accurate and minimally invasive,
remains a limiting factor in clinical practice to evaluate renal function.

Cystatin C is a non-glycosylated protein of low molecular weight, synthesized in all
nucleated cells of the body, which has a wide tissue distribution.

Thanks to their physiological properties and that its plasma concentrations are not
affected by muscle mass, diet and body surface area, Cystatin C has been proposed as
a marker of glomerular filtration rate since 1985.

Methods: 52 children followed in pediatric nephrology diagnosed with chronic
kidney disease (Stage I, II, III, predialysis), in which is determined by comparing
creatinine and cystatin C for assessment of GFR. Added to the assessment values of
weight, height, BMI, complete renal assay, microalbuminuria, and TA.

Cystatin C is determined in serum by intensifying particle immunonephelometry,
using the BN. Siemens

Results: We confirm that there is no relationship between Cystatin C, weight, height
and sex.

Of the 52 children studied by assessing the glomerular filtration rate by creatinine
found the following Results: 50% in IRC stage I, stage IT 36.5% and 13.4% stage III.
Rating filtering by Cystatin C, 73.1% would be in stage I, stage II 17.3% and 9.6%
stage I1I.

Conclusion: The glomerular filtration rate with Cystatin C in pediatric patients better
discriminate the early stages of CKD, leading to changes in monitoring, treatment
and prognosis
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Comparison of Total and Direct Bilirubin Measurements Among
Four Different Analyzers

L. C. Scott!, C. S. Bagley', F. A. Polito', A. Schultz?, K. Quinn-Hall®, H. K. Lee*.
!Dartmouth-Hitchcock Medical Center; Lebanon, NH, *Catholic Medical Center;
Manchester, NH, *Southern New Hampshire Hospital, Nashua, NH, *Dartmouth-
Hitchcock Medical Center & Dartmouth Medical School, Lebanon, NH,

Background: Pathologic hyperbilirubinemia in neonates can result in acute bilirubin
encephalopathy and permanent brain damage. Accurate and prompt measurement of
neonatal bilirubin values is therefore essential to guide clinical treatment and prevent brain
damage and neonatal death. Neonatal bilirubin values measured on one analyzer may not
correlate with bilirubin values obtained using a different analyzer. This could negatively
impact management and treatment of patients transferred between different care sites.

Objective: We aimed to evaluate the comparability of total and direct bilirubin
results obtained on four different analyzers used at three sites within the Dartmouth-
Hitchcock healthcare system, and two local hospitals outside the system. This
difference between bilirubin values based on analytical test systems/methodologies
is of particular importance as patients are often referred to our facility and follow-up
testing may be performed in their home communities.

Methods: Total and direct bilirubin measurements were obtained on each of the four
analyzers for fifty patient samples. All the Roche analyzers were in the Dartmouth-
Hitchcock sites and the Dimension Vista analyzers were in the local hospitals. Results
from each analyzer were compared with the other three analyzers. Comparability was
assessed using linear regression and Bland-Altman plots.

Results: Linear regression results and mean percent biases for the comparisons are
listed in the table below.

Total Bilirubin

Direct Bilirubin

v =0.9673x +0.1091

y = 1.0265x - 0.0271

Roche cobas c111

r’=0.9992
Average % bias = 1.8%

ﬁgiﬁz I(\:A(flfa‘;l:ro‘(;; 2= 0.9985 = 0.9976
Average % bias = 3.1% Average % bias = -0.4%
Roche Modular vs y =0.942x + 0.1137 y =0.9983x - 0.0508

r’=0.9770
Average % bias =-10.3%

Roche Cobas 6000 vs
Roche cobas c111

y =0.9729x +0.0108
2= 0.9988
Average % bias = -1.3%

y =0.972x - 0.0235
?=0.9783
Average % bias = -9.5%

Roche Modular vs
Dimension Vista

y =0.8977x + 0.2724
2= 0.9948
Average % bias = 4.7%

y=1.0172x + 0.1129
r’=0.9894
Average % bias = 11.3%

Roche Cobas 6000 vs
Dimension Vista

y =0.9276x +0.1727
2= 0.9954
Average % bias = 1.7%

y = 0.9897x +0.1421
2= 0.9893
Average % bias = 12.4%

Roche cobas c111 vs
Dimension Vista

y =0.9526x + 0.1653
r’=0.9949
Average % bias = 3.1%

y =1.0019x + 0.1964
?=0.9793
Average % bias = 31.4%

Conclusions: There was good correlation (1> >0.99) and limited bias (<5%) for total
bilirubin measurements among all analyzers. For direct bilirubin measurements, there
was good correlation (r* >0.97) but variable bias (0.4 - 31.4%) among most analyzers.
The comparison data can serve as a useful tool for clinicians when bilirubin specimens
are measured in different sites.

Performance Evaluation of the Minolta/Drager JM-103 Jaundice Meter

M. G. Rush, C. L. Wiley. Providence Sacred Heart Medical Center and
PAML, Spokane, WA,

Background: In 2004 the American Academy of Pediatrics released a revision of
their Clinical Practice Guideline, Management of Hyperbilirubinemia in the Newborn
Infant 35 or More Weeks of Gestation, with its focus on reducing the incidence of
severe hyperbilirubinemia and bilirubin encephalopathy. Bilirubin must be measured
to assess the neonate’s status. A transcutaneous bilirubin (TcB) measurement is a non-
invasive method of obtaining that bilirubin measurement.

Objective: To assess the agreement between the crib-side Minolta/Drager JM-103
Jaundice Meter (TcB meter) and the core lab’s Abbott Architect ci8200 Neonatal
Bilirubin assay, which utilizes a spectrophotometric differential wavelength method.
Methods: Daily reports of neonatal bilirubin results from the Architect were printed.
Candidates (newborns) for transcutaneous bilirubin measurement were taken from
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the list and tested within 2 hours over a five week period. Meter measurements were
taken on the newborns’ foreheads and the instrument gave an average of 3 readings.
Newborns with a gestational age <30 weeks, readmits and those in phototherapy were
excluded from the study.

Results: From the 110 measurements made with the TcB meter, 10 were excluded by
the criteria noted above. The results of 100 measurements were analyzed using EP
Evaluator. Architect results ranged from 0.9 to 13.2 mg/dL while the JM-103 range
was 0 to 11.2 mg/dL. The regression statistics were: Slope = 1.21, Intercept = -2.4,
Correlation Coefficient = 0.945. The Abbott ¢i8200 N. Bilirubin mean = 6.0 + 2.8 (1
SD) and the JM-103 mean = 4.9 + 3.3 (1 SD). Additionally, we evaluated accuracy at
different levels and found that, overall, 81.0% of results were within + 2.0 mg/dL of
the lab value. Above 7.0 mg/dL, 91.4% were within + 2.0 mg/dL and above 8.0 mg/
dL, 92.3% of the meter values were within + 2.0 mg/dL of the lab results.

Conclusions: The manufacturer reports that 66% of results fall within + 1.5 mg/
dL. In this study, 61% of results fall within that range. The JM-103’s performance is
acceptably close to the manufacturer’s claims. Due to the positive slope and negative
intercept, at lower values, the JM-103 shows a greater divergence from the lab
Bilirubin results.

Metabolomics And Urine Ngal For The Early Prediction Of Kidney
Injury In Healthy Adults Born Early Low Birth Weight (ELBW)

M. Mussap', A. Noto?, L. Atzori®, L. Barberini*, M. Fravega', M.

Puddu’, M. Lussu®, F. Murgia’, V. Fanos®. Department of Laboratory
Medicine, University-Hospital of Genoa, Genoa, Italy, ’Department

of Paediatrics, Neonatal Intensive Care Unit, Neonatal Pathology,
Puericultura Institute. University of Cagliari, Cagliari, Italy, *Department
of Toxicology, Oncology Molecular Pathology Unit, University of
Cagliari, Cagliari, Italy, *Cardiovascular and Neurological Sciences
Department, University of Cagliari, Cagliari, Italy, ’Department

of Paediatrics, Neonatal Intensive Care Unit, Neonatal Pathology,
Puericultura Institute, University of Cagliari, Cagliari, Italy, °Department
of ToxicologyOncology Molecular Pathology Unit, University of Cagliari,
Cagliari, Italy, "Department of ToxicologyOncology Molecular Pathology
UnitUniversity of Cagliari, Cagliari, Italy,

Background: metabolomic is a recent “omic” technology which is defined as “the
quantitative measurements of the dynamic multyparametric response of living systems
to the pathophysiological stimuli or genetic modification”. In other words, a urine
sample is considered as a person’s metabolic fingerprint status at certain point of time.
We have previously shown the metabolic differences between a group of 24 years old
who were born with extremely low birth weight (ELBW) and a group of appropriate
for gestational age (AGA) as control. The impairments found using 'H-NMR were
related to many pathways involving kidney injury. Recently, a new biomarker has
been associated to kidney injury: NGAL. Therefore, we hypothesized measuring urine
NGAL, (uNGAL) as kidney damage biomarker, in both groups (ELBW, AGA) with
the aim to test and confirm our previous results.

Methods: the study was performed on two groups of people from the Pediatrics
Division, Cagliari, and San Martino hospital, Genoa. The first group constituted of 18
ELBW (black spots, mean: 24years), while the second of 13 AGA (red spots, mean
25 years). A urine sample was collected from each patient, analyzed using 500 MHz
spectrometer and spectra information was then subjected to multivariate analysis using
SIMCA-P+ software. uNGAL was measured by chemiluminescent microparticle
method, optimized on a fully-automated analytical platform (ARCHITECT, Abbott
Diagnostics, Rome, IT); the cutoff was >130 pg/g urine creatinine. Groups are
statistically different in uNGAL median value (p-value= 0,004)

Results: using a PLS-DA (Partial least squares discriminant analysis) we could
correlate ELBW metabolic profiles with uNGAL concentration (median 577,34,
range: 31,58-10223,88 pg/g creatinine), conversely uNGAL could not be correlated
to AGA (median 10,6, range: 2,20-53,40 ng/g creatinine).

Conclusion: This study demonstrates the relevance of uNGAL as a biomarker which
may predict a subclinical pathological process in the kidney.
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Development of a Free Phenytoin assay by modification of the
Siemens ADVIA 1800 Total Phenytoin Method

H. T. Richard, L. M. Bachmann, G. Gin. Virginia Commonwealth
University, Richmond, VA,

Background: The commonly prescribed anti-epileptic drug, phenytoin, has a
narrow therapeutic range and small changes in concentration may lead to toxicity.
Phenytoin is approximately 90% bound to serum albumin and only the unbound, or
“free” phenytoin is pharmacologically active. Estimation of free phenytoin from total
phenytoin measurements using binding constants is inaccurate in patients with various
disease states. Consequently, direct measurement of free phenytoin is clinically
important. We developed a novel free phenytoin assay for use on the Siemens ADVIA
1800 system, for which total phenytoin (but not free phenytoin) is available.

Methods: To separate free from bound phenytoin, 750 pL of a serum specimen was
added to a Millipore Centrifree YM 30 Spin Filter and centrifuged at 711 x g for 10
minutes at ambient temperature. The filtrate was used for further testing. Because
the unmodified ADVIA Total Phenytoin method lacked adequate sensitivity for
measurement of free phenytoin, the reaction mixture was modified by increasing
the sample volume to 16 puL with a total reagent volume of 120 pL to produce an
approximate 2-fold increase in calibrator absorbance response. Working calibrator
solutions were prepared by dissolving purified phenytoin (> 99%, Sigma) into 50%
MeOH/50% dH,0 for final concentrations of 0, 0.5, 1.0, 2.0, 3.0, and 4.0 pg/mL.
Precision and accuracy were evaluated according to CLSI EP15-A2. Linearity was
evaluated according to CLSI EP6-A. For interference testing, serum pools were
prepared that contained total phenytoin concentrations of 10, 20 and 30 ug/mL. The
pools were then spiked with exogenous hemolysate, ditaurobilirubin or intralipid.
Interference testing was performed according to CLSI EP7-A2.

Results: The CV at the LoQ (0.5 pg/mL) was 10%. CVs for QC materials with
concentrations of 1.5, 2.5, and 3.5 pg/mL were 4.8%, 4.4%, and 3.9%, respectively.
Comparison of results for 33 patient specimens (range 0.5 - 3.0 pg/mL) to the Abbott
Diagnostics TDx free phenytoin gave Deming regression equation: Advia (modified)
=1.0919 [TDx] - 0.0621 pg/mL, Sy.x = 0.21 pg/mL. The 95% CIs for the slope and
intercept were 0.95 - 1.23 and -0.22 to 0.09 pg/mL, respectively. The assay had a linear
response from 0.5 - 4.0 pg/mL with an r* of 0.9991. The control pools (equivalent
volume of dH,0) for interference evaluation had free phenytoin concentrations of
0.9, 1.9 and 2.8 pg/mL. Addition of 1000 mg/dL hemolysate-equivalent hemoglobin
resulted in <3% bias. However, 30 mg/dL of conjugated bilirubin resulted in an
average bias of +38% for all three free phenytoin concentrations. 1000 mg/dL of
intralipid resulted in an average bias of +18% for all three concentrations.
Conclusion: The Siemens Total Phenytoin procedure modified to measure free
phenytoin with the ADVIA 1800 system met requirements for clinical use. However,
interferences from icteric and lipemic samples were observed.

Potential Pitfalls in Free Phenytoin Measurements include
Centrifugation Temperature

S. M. Truscott, K. Rappe, C. Daniel, S. A. Jortani. University of
Louisville, Louisville, KY,

Background. Phenytoin is an anticonvulsant that is 90% protein-bound in serum.
Only the free, non-protein bound fraction is pharmacologically active, so measurement
of free phenytoin levels is critical when a patient’s protein concentration is abnormal,
or when co-medications might affect binding of phenytoin to serum proteins. Ex
vivo conditions could also affect this equilibrium. Separation of free and bound
forms of phenytoin is accomplished by centrifugal ultrafiltration. Our laboratory
noted unexpected fluctuation of free phenytoin results and considered centrifugation
temperature as a possible source of error. The objective of this study was to determine
the effect of centrifugation temperature on free phenytoin measurements in patient
samples, quality control material, and in proficiency testing samples.

Methods. De-identified remnant serum samples, commercial quality control materials,
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and proficiency testing samples were tested for free phenytoin concentrations after
15-minute centrifugation at either 25°C or 10°C. For some samples, we simulated
technical difficulties with temperature regulation on the centrifuge. This was done
by starting with the centrifuge at 10°C, adjusting the temperature setting to 25°C
without allowing for rotor and centrifuge equilibration to 25°C, then immediately
loading the samples and centrifuging for 15 minutes. Ultrafiltrates were loaded onto
the Roche COBAS INTEGRA 800 automated analyzer with Roche Free Phenytoin in
vitro diagnostic reagent pack, which quantifies phenytoin by fluorescence polarization
immunoassay.

Results. Less free phenytoin was recovered from all sample types centrifuged at the
lower temperature. Free phenytoin recovery in patient samples had a median decrease
of 22% (range 11-47%, n=12). In quality control samples the median decrease was
27% (range 19-34%; n=4). Proficiency testing samples had the greatest decrease
with a median of 31% (range 29-37%; (n=3). The decreases observed in remnant
serum samples were statistically significant by Wilcoxon matched-pairs test (p<0.003,
n=12). Low centrifuge temperature produced error which exceeded 3 SD based on
our quality control data and on proficiency testing comparative statistics. When the
centrifuge was not allowed time to equilibrate to 25°C before running the samples,
free phenytoin measurements were still low and not significantly improved from the
previous set of experiments in which the centrifuge was held at 10°C.

Conclusions. Decreased centrifugation temperature during ultrafiltration led to
lower free phenytoin recovery. Decreases in recovery tended to be more pronounced
in quality control materials and proficiency testing samples than in patient samples,
presumably due to differences in matrix components. The Roche method is calibrated
to quantify free phenytoin after centrifugal ultrafiltration at 25+3°C. Therefore,
centrifuge temperature must be carefully monitored. Potential pitfalls include (1)
failure to bring stored samples to room temperature before centrifugation, (2) failure
to allow sufficient time for temperature equilibration of centrifuge and rotor, (3)
failure of temperature sensors or temperature control in the centrifuge. Centrifuge
temperature monitoring or verification is not specifically addressed in laboratory
accreditation checklists produced by the College of American Pathologists. Thus it is
advisable for laboratories to verify centrifuge temperature of their own accord.

Ultra-fast, Simultaneous Analysis of a Panel of Benzodiazepines in
Human Urine Using an SPE-TOF System

M. V. Romm, N. Parikh, V. P. Miller, W. A. LaMarr, C. C. Ozbal.
BIOCIUS Life Sciences, Wakefield, MA,

Background: Benzodiazepines are widely prescribed drugs for the treatment of anxiety,
sleep disorders and other illnesses. Because addiction and abuse can occur with these
drugs, efficient screening methods are critical to clinical, forensic and toxicology
laboratories. We evaluated the ability of an ultra-fast SPE-MS system (RapidFire) to
analyze a panel of benzodiazepines in human urine with much faster sample cycle times
and similar analytical results compared to traditional LC-MS systems.

Methods: Calibration standards were prepared by spiking blank urine with a panel
of 9 benzodiazepines to final concentrations ranging from 10 ng/ml to 5,000 ng/
ml. Calibration standards and urine samples were spiked with internal standards
(deuterated and "*C labeled benzodiazepines) and processed using a liquid-liquid
extraction (LLE) procedure. Sample analysis was performed at a rate of 9.5 seconds
per sample using a RapidFire ultra-fast autosampler/in-line SPE system coupled to
an Agilent 6530 Q-TOF. The SPE method consisted of a C4 column and elution with
100% acetonitrile. Data analysis was performed using RFIntegrator software. This
methodology is capable of throughputs >370 samples per hour.

Results: Feasibility was assessed using a panel of commercially available
benzodiazepines spiked into blank human urine. A single generic SPE-MS condition
was developed for the analysis of all compounds. Quality control standards were run
in triplicate over a series of days to establish both intra- and inter-day precision and
accuracy. Temazepam, for example, had a linear range of 10ng/ml to 5,000 ng/ml
with an R? of 0.9998. The limit of quantitation for temazepam was approximately 3
ng/ml with a precision (%CV) of less than 10% and accuracies within 15% . Similar
results were seen for all of the compounds investigated. Due to the high dynamic
range and resolution of the Q-TOF, simultaneous analysis of the entire panel of
benzodiazepines was investigated. Multiplexing the panel together into a single run
(with a sample cycle time of 9.5 seconds) produced similar results to those obtained
using singleton sample runs. These analytical results are comparable to those using
LC-MS/MS, however the analysis time for SPE-MS/MS was approximately 20 times
faster. Blinded samples will be evaluated to further validate this method.

Conclusion: A single 9.5s SPE-TOF method was developed that provided analysis
results (precision and accuracy) for a panel of 9 benzodiazepines which were similar
to LC-MS/MS methods. The simultaneous analysis of all 9 benzodiazepines in human

CLINICAL CHEMISTRY, Vol. 57, No. 10, Supplement, 2011 AS3



Tuesday, July 26, 2:00 pm — 4:30 pm

urine could also be achieved while retaining accuracy, precision and speed using the
same methodology. SPE-MS/MS may be useful for the fast and efficient analysis of
similar clinical research assays.

Metabolic ratios of excreted pain medications obtained by LC-MS/
MS analysis can be used to determine aberrant drug metabolism

A.J. Pesce!, D. A. Yee?, M. M. Hughes?®, S. Tse’, N. Barakat’, E.
Leimanis®, R. S. Atayee®, B. M. Best®. Millenium Research Institute, San
Diego, CA, *Univ of California-San Diego Skaggs School of Pharmacy
and Pharmaceutical Sciences, San Diego, CA, 3Univ of California-San
Diego Skaggs School of Pharmacy and Pharmaceutical Sciences, San
Diego, CA,

Background: Patients on chronic opioid therapy are monitored for adherence using
either qualitative or quantitative urine drug testing. LC-MS/MS analyses for an
individual patient can also measure one or more metabolites along with the parent
drug in the urine, such as morphine/hydromorphone, hydrocodone/hydromorphone,
and oxycodone/oxymorphone. If a patient database of the metabolic ratio (metabolite
divided by parent drug molar concentrations) of these pairs is established in a treated
population, the usual inter and intrapatient expected range values can be defined and
used to monitor variances in an individual’s metabolism of a specific drug over time.
Object of the study: To establish a database of metabolic ratios for the parent drugs
morphine, hydrocodone, oxycodone, methadone, and carisoprodol.

Methods: Urine from 250,000 patient samples sent to monitor patient adherence were
analyzed by LC-MS/MS as previously published. (Ther Drug Monit 2009;31:746-
748, Pain Physician. 2010;13;273-281, Pain Physician 2010; 13:71-78).

Results: Inter and intrasubject metabolic ratios were established for the following:
hydromorphone/morphine, hydromorphone/hydrocodone, oxymorphone/oxycodone,
EDDP/methadone, and meprobamate/carisoprodol as shown in the table.

Table of intersubject and intrasubject metabolic ratios

. Intrasubject
Intersubject . .
* Intersubject |average Intrasubject
geomean
. . 95% lower [geomean average 95%
Drug pair metabolic . .
atio x= and upper  [metabolic ratio |lower and
limit X+ average upper limit
§
GSD! GSD
hydromorphone/ 0.007x1.9  0.002,0.05 [0.007%+1.5  [0.003,0.02
morphine
h h
ydromorphone/ 0.6x:3.3 (001,17 [0.2x+2.4 0.03, 0.8
hydrocodone
oxymorphone/ 0.5<:42 004,44  |04x=16 0.04,2.5
oxycodone
EDDP/ 1.7x2.1 0.4, 13.8 1.7x+1.7 0.6, 6.7
methadone
meprobamate/ 708436 [85,504.0 [63.0x:34  [9.9,311.0
carisoprodol

*geometric mean § geometric standard deviation

Discussion: We propose that the values in the table be used in the following manner:
After the administration of any of the drugs in the table, the results of a patient’s
metabolic ratio should be expected to fall within the 95% confidence limits of the
intersubject population. After this initial determination the variance of a patient on
the second and subsequent visits should be within the 95% confidence limits. If this is
not true, the treating physician should look for a cause. If this is not true, the treating
provider should take a more detailed history and assessment of the patient to look
for a possible cause keeping in mind that drug-drug interactions might be the most
plausible.

Everolimus Measurement: Evaluating the Waters MassTrak
Immunosuppressant XE Kit* for use with LC-MS/MS

D. A. McKeown', G. W. Hammond?, D. W. Holt', D. P. Cooper?. 'St
George's - University of London, London, United Kingdom, *Waters
Corporation, Manchester, United Kingdom,

Background: The mTOR inhibitor, everolimus, is a candidate for therapeutic drug
monitoring (TDM). Reflecting the trend observed in many clinical areas, there is an
increasing use of liquid chromatography with tandem mass-spectrometric detection
(LC-MS/MS) for TDM. Lack of standardisation of reference material and preparation
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of in-house calibrators have been highlighted as two main reasons for within- and
between-centre variability. The objective of this study was to evaluate the performance
of the Waters MassTrak Immunosuppressant XE Kit* (Kit) for use with LC-MS/MS
to quantify everolimus in blood samples from renal and cardiac transplant recipients.

Methods: Precision (5-Day), linearity, recovery, dilution accuracy and potential
interferences were investigated. Testing was performed on the Waters ACQUITY TQD
LC-MS/MS system and methodology carried out as specified in the Kit’s Directions for
Use. Protein precipitation (200uL 0.1M zinc sulphate, 500uL acetonitrile containing
2ng/mL "“C,D,-everolimus internal standard) was used to extract everolimus from
whole blood calibrators/quality controls/patient samples (50uL). Chromatography
was on a MassTrak TDM C,; column (2.1x10mm) at 55°C with a binary gradient
(0.4mL/min) comprising de-ionised water and methanol, both supplemented with
2mM ammonium acetate and 0.1% formic acid. Positive electrospray ionisation was
used to monitor everolimus (975.6/908.3,926.4) and "°C D -everolimus (981.6/914.3).
Total run time was 1.5 mins. Calibration curves were constructed using six non-zero
calibrators (0.8-32.5ng/mL) with 1/x linear regression. A method comparison study
was performed for samples from renal (n=50) and cardiac (n=50) transplant recipients
using the Kit and a fully validated in-house LC-MS/MS method (Comparator
method), used routinely at St George’s - University of London.

Results: The linearity of the Kit was confirmed using patient pools over the range 2.7-
24.3ng/mL. Within-run and total imprecision (5-Day) was <6.9% and <7.5%, respectively.
Recovery of everolimus from spiked drug-free whole blood over the analytical range 0.5-
30ng/mL varied between 100 to 120% and from 103.7% to 106.0% for supplemented
patient samples. Dilution accuracy ranged between -8.3 to 8.8% and -9.2 to 8.8% when
the Kit’s Calibrator 0 and drug-free whole blood were used as diluents, respectively.
No significant interference on the performance of the Kit was observed related to either
the anticoagulant or haematocrit. Deming regression was performed on the method
comparison data obtained for the renal and cardiac samples following analysis by both the
Kit and Comparator methods in order to predict the bias at the two medical decision points
for everolimus. The predicted bias for both graft types, renal (3ng/mL: -13.3%, 8ng/mL:
-3.8%) and cardiac (3ng/mL: -6.7%, 8ng/mL: -2.5%) data, met the acceptance criterion of
being within +/-15%.

Conclusions: This evaluation indicates that the Kit is suitable for TDM of everolimus
in renal and cardiac transplant recipients and that the use of this device could be a
positive step in achieving harmonization of calibration for clinical laboratories using
LC-MS/MS.

*NOTE: The MassTrak Immunosuppressant XE Kit is not available for commercial
distribution in any market.

Evaluation of Thermo Scientific ClinSpec™ Immunosuppressants
Test Kit

N. Babic, M. Tretiakova, J. A. Burrus, K. T. J. Yeo. University of Chicago,
Chicago, IL,

Objective: We evaluated ClinSpec Immunosuppressants Test Kit manufactured
by Thermo Fisher Scientific (Freemont, CA). This is a research use only (RUO)
kit for simultaneous determination of tacrolimus (Tac), sirolimus (Sir), everolimus
and cyclosporine A (CsA) levels in whole blood. The kit contains all the necessary
reagents, including calibrator and control materials. The chromatography column as
well as the recommended liquid chromatography and mass spectrometry (LC-MS/
MS) parameters are also included. To assess the accuracy of the methodology, we
compared patient sample results for Tac, Sir and CsA obtained using this kit to our
in-house developed LC-MS/MS method. We did not evaluate everolimus at this time
due to the lack of patient samples.

Methods: The sample preparation and chromatographic separations were carried out
as per manufacturer’s instructions. Briefly, 50 uL of sample is mixed with 150 pL of
protein precipitation solution and analyzed after homogenization and centrifugation.
The chromatographic separations were performed using the provided Thermo
Hypersil Gold (5 mm, 3x10 mm) column. The MS/MS parameters were modified
slightly to better suit our specific instrument, Thermo TSQ Vantage triple-quadrupole
mass spectrometer attached to the APCI source.

Results: Inter-assay CVs were : Tac, 13.0% (3.3 ng/mL), 10.0% (11.9 ng/mL) 10.0%
(28.5 ng/mL); Sir, 15.0% (3.0 ng/mL), 16.0%(11.7 ng/mL), 15.0%(28.9 ng/mL);
CsA, 8.0-18.0% (31.3-1333 ng/mL). Functional sensitivities (20% CV) were 2.5 ng/
mL for Tac and Sir and 20 ng/mL for CsA. No carryover was observed. All three
drugs demonstrated good correlation with our current clinical assay (r> > 0.90). The
following correlations were observed: y = 0.86x + 0.50 (Tac), y = 0.92x - 0.46 (Sir)
and y = 0.78x + 4.71 (CsA) where y is the method we evaluated and x is our current
LC-MS/MS clinical method.
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Conclusion: We evaluated a commercially available kit for simultaneous
measurement of common immunosuppressive drugs. This kit is suitable for any
clinical laboratory, regardless of previous mass spectrometry experience, since it
provides all the necessary components and starting conditions. We found it very easy
and fairly straightforward to use. The biases observed between the ClinSpec method
and our current clinical method are most likely result of calibration differences. The
precision was acceptable, albeit not optimal. We feel that, if necessary, improvements
in precision could be achieved by further optimizing chromatographic conditions.

Performance characteristics of a simple LC-MS/MS method for
measuring fractionated urine metanephrines

J. Gabler, A. Miller, S. Wang. Cleveland Clinic Foundation, Cleveland, OH

Background Fractionated urinary metanephrines measurement is one of the
primary tests in pheochromocytoma diagnosis or exclusion. Liquid chromatography
with electrochemical detection (LC-ECD) is commonly used to measure urinary
metanephrines. Recently, however, LC-tandem mass spectrometry (LC-MS/MS) has
been demonstrated as the most specific and accurate technology for this assay. Our
objective was to develop a simple LC-MS/MS method for measuring fractionated
metanephrines in urine with simpler sample preparation, and better specificity and
accuracy as compared to a commercial LC-ECD method.

Methods Boronate complexes with the metanephrines were formed by treating urine
samples with diphenylboronic acid. Then, each sample was extracted using a Varian
Bond-Elute Plexa SPE cartridge. The final eluent was concentrated and injected on
a short Atlantis T3 column (100x2.1mm, 3u) where elution of metanephrine and
normetanephrine was achieved using a gradient method with 10mM ammonium
formate 1% formic acid, and 100% methanol for mobile phases A and B, respectively.
Metanephrines and their deuterated internal standards were monitored in positive
electrospray ionization mode by multiple reaction monitoring.

Results Due to potential isobaric interference between epinephrine and
normetanephrine, we achieved baseline chromatographic separation of the two
analytes within 8.5 minutes. Absolute ion suppression was observed, however, was
compensated for by the internal standards. Using spiked patient urine samples, the
analytical measurement range was determined by serial dilution and found to be 0.2-
27.4 pmol/L and 0.3-14.6 pmol/L for metanephrine and normetanephrine, respectively.
Precision was assessed based on CLSI EP10-A3 protocol. The intra-assay and total
coefficients of variation throughout the linear ranges were 2.03-2.11% and 2.20-
3.80% for metanephrine, and 4.50-8.09% and 9.00-10.00% for normetanephrine,
respectively. A comparison of the current LC-MS/MS method with a commercial LC-
ECD method was performed by analyzing duplicate patient samples (n=65). Passing-
Bablok regression gave a slope of 1.000 and 1.014, y-intercept of -0.080 and -0.067,
a correlation coefficient of 0.8830 and 0.9022, and a mean difference of 14.0% and
-0.43% for metanephrine and normetanephrine, respectively.

Conclusion This LC-MS/MS method for measuring fractionated urine metanephrines
requires simple sample preparation and is suitable for clinical use.

Comparison of Six Extraction Methods for Emergency Toxicology
Screening

P. B. Kyle, D. D. Booth, L. Magee, J. L. Spencer. University of
Mississippi Medical Center, Jackson, MS,

Background A goal of emergency toxicology testing is to incorporate comprehensive
test results into patient diagnosis and treatment. Therefore, rapid and comprehensive
sample preparation techniques should be employed whenever possible. In this work,
six methods of extraction are compared for emergency toxicology analysis via gas
chromatography/mass spectrometry (GC/MS).

Objectives The objective of this study was to determine the best method of
sample extraction for emergency screening of urine by GC/MS. The laboratory’s
current method of extraction (method A) was compared to other methods in order
to incorporate a more comprehensive and timely protocol for emergency testing.
Each method was evaluated for the number of drugs detected, timeliness, and
chromatographic cleanliness.

Methods Fifty clinical and forensic urine specimens were de-identified and stored at
-80°C until analysis as approved by the Institutional Review Board at the University
of Mississippi Medical Center, Jackson, MS. Samples were neither hydrolyzed
nor derivatized on the premise that drugs of abuse immunoassay screens would
be performed prior to GC/MS analysis. Each specimen was extracted using four
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solid phase extraction (SPE) and two liquid-liquid techniques as follows: A) Bond
Elute Certify (Agilent Technologies Inc.), B) Strata X Drug B (Phenomenex Inc.),
C) Bond Elute PCX (Agilent Technologies Inc.), D) Clean Screen Excel I (United
Chemical Technologies Inc.), E) Toxi-Tube A (Agilent Technologies Inc.), F) Generic
Liquid-Liquid Extraction (1-chlorobutane). Each extraction technique was used as
per manufacturer’s recommendations or published methods for the extraction of
four or five milliliters of urine. Each sample extract was evaporated to dryness using
compressed nitrogen prior to reconstitution with 50 pL ethyl acetate and addition
of the internal standard (2-amino 5-chlorobenzophenone) in dichloromethane. All
samples were injected onto a single ion trap GC/MS (Thermo ITQ, Thermo Fisher
Scientific Inc.). Spectral analysis was performed by a medical technologist with
>5 years GC/MS experience. Spectral matches were determined using the Pfleger/
Maurer/Weber library with positive cutoff criteria set to the following measures of
spectral fit and purity: >500/1000 SI, and >750/1000 RSI. The time required for
extraction was determined as the mean (n=5) +/- Standard Deviation. Caffeine was
excluded from data analysis.

Results More drugs were detected using methods B and C than the other methods as
follows: A=119, B=140, C=141, D=132, E=117, F=81 drugs. Methods B and C were
relatively equivalent in the number of drugs detected, but a greater variety of drugs
was detected using method C. The time (in minutes) required for each method was:
A=47.3 (3.7), B=41.2 (4.2), C=32.7 (3.6), D=27.9 (2.9), E=19.3 (2.1), and F=29.4
(2.8). Method E exhibited the cleanest chromatograms.

Conclusion Methods B and C were the most comprehensive techniques evaluated in
this study. Of these, a greater variety of drugs was detected using method C, which
also required 8.5 minutes less time than method B.

Prospective Validation of Plasma S-Warfarin Concentration-Time
Profiles Adjusted for CYP2C9 Genotype

M. P. Borgman', W. T. Linder!, K. K. Reynolds?, G. A. McMillin®, R.

C. Pendleton?, R. Valdes', M. W. Linder'. University of Louisville,
Louisville, KY, ’PGXL Laboratories, Louisville, KY, >ARUP Laboratories,
Salt Lake City, UT, *University of Utah, Salt Lake City, UT,

Background: We have previously validated PerMIT:Warfarin (Linder et al., 2009),
a pharmacokinetic modeling tool which adjusts for changes in CYP2C9 clearance
resulting from genetic polymorphism. The purpose of this study was to measure
plasma S-warfarin concentrations in patients to prospectively validate the consistency
between actual and estimated concentrations.

Methods: Approximately ten trough plasma samples were taken during the first
month of therapy for each patient. A robust chiral HPLC assay was developed and
validated for measuring S-warfarin with inter-assay CV less than 5 percent for
warfarin controls at 0.25 and 0.5 mg/L. The absolute agreement between measured
and estimated concentrations was evaluated in addition to analysis of concentration-
time profile trends.

Results: Overall, 29 patients (CYP2C9*1/*1 = 16; *1/*2 = §; *1/*3 = 5) were
evaluated resulting in a total of 281 samples. CYP2C9*1, *2 and *3 allele frequencies
were 0.78, 0.14, and 0.09, respectively, consistent with expected frequencies in a
Caucasian population. Based on previous retrospective studies, a goal of at least 55%
of the estimates within 0.15 mg/L of the measured value was set. Overall, 63.4%
of estimated values were within 0.15 mg/L. By genotype, CYP2C9*1/*1 had 66.5%
(n=158), CYP2C9*1/*2 had 50.7% (n=75) and CYP2C9*1/*3 had 72.9% (n=48)
within the limit (top panel case example). In 8 cases, it was evident that the model
was consistently under estimating the clearance (longer half-life than actual) of
S-warfarin resulting in inflated estimates (bottom panel case example). However,
the concentration-time profile trends remained in agreement such that overall 77.8%
measured and estimated values followed the same trend and accurately predicted
steady-state status.

Conclusion: Concentration modeling performance of PerMIT:Warfarin met or
exceeded analytical goals, prospectively validating pharmacokinetic adjustments for
CYP2C9 genotypes. This data supports the use of this model in prospective trials of
pharmacogenetics-guided warfarin therapy. (Supported in part by ARUP Laboratories
and NIH 2R44 HL090055)
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A novel liquid chromatography-tandem mass spectrometry method
for quantification of nineteen drugs and metabolites important for
pain management

C. Heideloff', C. Yuan', A. Hughes', A. Ridgway', M. Kozak?, S. Wang'.
Cleveland Clinic, Cleveland, OH, *Thermo Fisher Scientific, San Diego, CA,

Background: Monitoring pain management and illicit drugs/metabolites (Table
1) in urine is an important tool to pain management physicians in order to ensure
compliance and detect drug abuse. Mass spectrometry-based methods have the
advantage of high specificity.

Methods: 200uL urine was vortex mixed with 100uL internal standard solution and
100pL limpet glucuronidase in 1M sodium acetate solution. Samples were incubated
at 60°C for 16-24 hours after which 50% methanol (500uL) was added. The samples
were then centrifuged at 15,500 g for 10 minutes. 100uL of supernatant was loaded
onto a Cyclone Max TurboFlow column and a Cyclone-P TurboFlow column (both
0.5 x 50mm) followed by a Hypersil Gold PFP analytical column (150 x 4mm, 5u)
monitored by a Quantum Ultra mass spectrometer in selective reaction monitoring
mode. Identification was achieved by calculating the ratio of another transition to
the base peak and quantification was based on peak area ratios of analytes to internal
standards (Table 1).

Results: This method had a wide linear range for each analyte (Table 1) with an
analytical recovery of 83.6-119.8%. Precision was based on EP10-A2 protocol. For
spiked urine samples the within-run coefficients of variation (CV) were <9.8% and
the total CV were <12.5% for all analytes at 3 levels. No significant carryover was
observed. Commercial controls containing >100 therapeutic drugs and common
endogenous substances were tested and showed no interference with this method.
Comparison using 152 de-identified patient samples and spiked urine samples
whose values spanned over linear ranges were concordant with commercially mass
spectrometry-based methods.

Conclusion: This liquid chromatography-tandem mass spectrometry method was
validated for measuring nineteen drugs and metabolites important in pain management
with high sensitivity and specificity, and a wide analytical measurable range for each
analyte.
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New ARK IMMUNOASSAY FOR Methotrexate

A. Orozco, J. Nguyen, B. Moon, K. Kasper, J. Valdez. ARK Diagnostics,
inc, Sunnyvale, CA,

Background: Methotrexate (MTX), a classical antifolate, can be safely administered
over a wide dose range as maintenance chemotherapy for acute lymphoblastic leukemia
and treatment of nononcologic diseases including rheumatoid arthritis or psoriasis. When
combined with leucovorin (LV) rescue, high-dose MTX (HDMTX; doses of 1,000-
33,000 mg/m?) is usually administered as a prolonged i.v. infusion for a variety of cancers,
including acute lymphoblastic leukemia, lymphoma, osteosarcoma, breast cancer, and
head and neck cancer. HDMTX can be safely administered to patients with normal renal
function by vigorously hydrating and alkalinizing the patient to enhance the solubility of
MTX in urine. Serum levels may reach 1000 pmol/L or more. Pharmacokinetically guided
LV rescue by monitoring MTX serum levels is required to prevent potentially lethal MTX
toxicity. Ability to measure MTX accurately at 0.05 pmol/L enables clinical determination
of non-toxic status.

Objective: Evaluate the analytical performance of a new ARK Methotrexate Assay.

Methods: The ARK™ Methotrexate Assay is a homogenous enzyme immunoassay
for quantifying MTX in human serum or plasma. The assay was evaluated on the
Roche/Hitachi 917 system. Increasing reaction rate correlates to increasing MTX
concentration for a six point calibration curve (0 to 1.20 pmol/L). Six-level (0.07,
0.40, 0.08, 5.0, 50.0, and 500.0 umol/L) quality controls were run. Performance
of the assay was determined by assessing precision, limit of quantitation, linearity,
endogenous interference, specificity, proficiency samples from the Heath Control
scheme and method comparison to Abbott TDx® MTX II Assay.

Results: Total Precision (%CV) for controls was 7.2% (0.07 umol/L), 3.7% (0.40
umol/L), 5.6% (0.80 umol/L), 4.9% (1:10 of 5.0 pmol/L), 5.2% (1:100 of 50.0 pmol/L),
and 6.4% (1:1000 of 500.0 umol/L) respectively. Limit of Detection and Quantitation
were comparable to that of the TDx Methods: LOD < 0.02 umol/L and LOQ was 0.04
umol/L (12%CV, 98.8% analytical recovery). Analytical recovery was within 10% for
nominal values 0.15 to 1.00 pmol/L. The ARK assay was linear from 0.035 to 1.26
umol/L. Endogenous substances did not interfere with measurement of MTX at the levels
tested. Crossreactivity to the major metabolite, 7-hydroxy MTX, was equivalent to that
of TDx; 20 pmol/L of 7-hydroxy MTX in the presence of its parent molecule MTX (0.2
umol/L in serum) resulted as 0.12% crossreactivity in both assays. Recoveries of MTX
in proficiency samples from the Heath Control scheme were within 10% of spiked and
consensus values. For method comparison (35 samples): ARK = 0.99 TDx - 0.00 (*=
0.99) using Passing Bablok regression analysis.

Conclusion: The ARK Methotrexate Assay provided quantitative measurement MTX
in serum and plasma on the Roche/Hitachi 917 and correlated with TDx Methotrexate
II Assay. Its homogeneous enzyme immunoassay technology is well-suited for routine
TDM of MTX on automated clinical laboratory systems.

Analytical Performance Assessment of a Thermo QMS Immunoassay
for Everolimus on the Roche/Hitachi MODULAR Analytics P800 and
cobas ¢501Systems

S.J. Zibrat', M. L. Hainzinger', C. T. Gloria!, M. E. McNerney?, K. T.
J. Yeo?. 'The University of Chicago Medical Center, Chicago, IL, *The
University of Chicago, Chicago, IL,

Background: Everolimus is kinase inhibitor used primarily in preventing organ
rejection in kidney transplant and also in the treatment of advanced renal cell
carcinoma. It is a rapamycin derivative that inhibits mammalian target of rapamycin
(mTOR) which reduces cell proliferation and is primarily protein bound in vivo.
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Objective: This study examined the analytical performance of a new Quantitative
Microsphere System (QMS) immunoassay developed by Thermo Scientific for
everolimus on the Roche/Hitachi MODULAR Analytics P800 clinical chemistry
module and Cobas ¢501 analyzer.

Methods: The Thermo QMS Everolimus immunoassay is based upon competition
between drug in the sample and drug coated onto a microparticle for antibody binding
sites in the reagent. In the absence of everolimus in the sample, the everolimus-
coated microparticle is agglutinated in the presence of the anti-everolimus antibody
in the reagent. The rate of absorbance change is measured photometrically, and is
directly proportional to the rate of agglutination of the particles. If the sample contains
everolimus, the agglutination reaction is partially inhibited, slowing down the rate of
absorbance change. A concentration-dependent agglutination inhibition curve can be
obtained, where the rate of agglutination is inversely proportional to the concentration
of everolimus in the sample.

Results: Within-run precision for the Thermo method using three levels of Thermo quality
control material (n = 21, mean = 4.0, 7.8 and 15.5 ng/mL) ranged from 4.1 to 5.8% CV
for P800 and 6.7 to 10.0% CV for c501. Between-day precision was analyzed in replicates
of six, two times per day over a 5 day period for three levels of quality control material
(n = 60, mean = 4.0, 7.8 and 15.5 ng/mL) and provided results that ranged from 4.6 to
7.9% CV for P800 and 11.0 to 13.7% CV for ¢501. The limit of detection was evaluated
using materials devoid of everolimus and determined to be 0.43 ng/mL for P800 and 1.68
ng/mL for ¢501. Reportable range was evaluated using materials of known everolimus
concentration analyzed in replicates of four and demonstrated analytical recoveries
ranging from 72 to 121% for P800 (0.75 to 20 ng/mL) and 65 to 109% for c501 (1.5-20 ng/
mL). Comparison of results from patient specimens using the Thermo method on both the
P800 and c501with results from an LC-MS/MS method (n=105, range 1.8-19.8 ng/mL)
demonstrated a Passing-Bablok regression equation of y=0.88x -0.08 (Pearson’s derived
1>=0.89) for P800 and y=0.85x -0.62 (Pearson’s derived 1>=0.84) for ¢501. Comparison
between the P800 and ¢501 methods demonstrated a Passing-Bablok regression equation
of y=1.01x -0.64 (Pearson’s derived r>=0.90). Bland-Altman bias analysis demonstrates a
significant bias of -17.4% on P800 and -34.0% on ¢501 when compared to LC-MS/MS.

Conclusions: Overall, we find the Thermo everolimus QMS assay demonstrates
acceptable analytical performance characteristics on both the P800 and c¢501
analyzers. However, the P800 appears to outperform ¢501 in analytical precision and
sensitivity; both analyzers demonstrating significant bias when compared to an LC-
MS/MS method.

Development of an immunoassay for the detection of meprobamate
and the parent compound carisoprodol in biological samples

W. Snelling, J. Porter, P. Lowry, E. O. Benchikh, C. Richardson, R. I.
McConnell, S. P. Fitzgerald. Randox Laboratories, Crumlin, United Kingdom,

Introduction. Meprobamate is the major active metabolite of carisoprodol and is used
as a sedative, anxiolytic agent and muscle relaxant. It has a longer half life (6-17
hours) than the parent compound (1-3 hours). In the United States, meprobamate was
listed as a schedule IV drug by the Controlled Substances Act. However, carisoprodol
is not subject to federal control. Both meprobamate and carisoprodol are frequently
encountered drugs in impaired driving casework.

Relevance. The availability of immunoassays enabling the detection of both
compounds in biological samples is relevant for monitoring purposes. We report
the development of a new immunoassay for the detection of meprobamate and
carisoprodol, which is of value in test settings.

Methodology. An immunogen was developed for meprobamate and was administered
to adult sheep on a monthly basis to provide target-specific polyclonal antisera. IgG
was extracted from the antisera and evaluated via competitive immunoassay. The
purified antibodies were immobilised on a biochip platform (9mm x 9mm), which
is also the vessel for the immunoreactions. This chemiluminescent immunoassay
is based on competition for binding sites of a polyclonal antibody between free
meprobamate present in samples and horseradish peroxidase labelled conjugate. The
semi-automated analyser Evidence Investigator was used. Analytical parameters were
evaluated and agreement with GC/MS was assessed.

Results. The specificity of the assay, expressed as % cross-reactivity, was 100% for
meprobamate and 57% for carisoprodol. The sensitivity value, expressed as IC50, was 8.2
ng/ml for meprobamate. The intra-assay precision (n=6), expressed as %CV was <10% for
different concentration levels. Assessment of 58 whole blood samples and 72 spiked whole
blood/plasma samples showed 100% and 96% agreement with GC/MS respectively.
Conclusion. The data indicate that this immunoassay is applicable to the detection of
meprobamate and its parent compound carisoprodol in whole blood samples. This is
of value for monitoring purposes.
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The clinical utility of LC-TOF/MS drug screening in emergency
intoxication cases referred to the San Francisco Poison Control Center

R.R. L. Gerona', P. Armenian? D. Lung?, C. Smollin?, K. Olson? A.
H. B. Wu'. ‘San Francisco General Hospital/ UC San Francisco, San
Francisco, CA, *California Poison Control Center, San Francisco
Division, San Francisco, CA,

Background: Stat serum and urine drug testing for emergency intoxication cases
currently employ immunoassays and LC-MS/MS assays. Immunoassays, however,
suffer from a limited scope of compounds they can screen and lack of sensitivity
and specificity. LC-MS/MS provide high sensitivity and specificity but is limited
to targeted screening. This has limited utility in frequently referred cases to Poison
Control Centers where enough historical information is lacking to narrow down
analytical testing to a target group of analytes. Current advances in the mass accuracy,
resolution, sensitivity, and dynamic range of liquid chromatography- time-of-flight
mass spectroscopy (LC-TOF/MS) have allowed its suitability for both targeted and
non-targeted drug screening. This feature makes it an ideal platform for emergency
toxicological screening.

Methods: We have set-up a rapid, generic, non-targeted urine and serum drug
screening method using “dilute-and-shoot” or “crash-and-shoot” protein precipitation
followed by chromatography on a C18 column with gradient elution (8 min run
time) in Agilent LC 1200 and detection on Agilent TOF/MS 6230 with electrospray
ionization in positive and negative polarity. The data were analyzed using Agilent
MassHunter software and Forensic database by imposing a compound- mass tolerance
< 10 ppm, area count > 5000, and a target score > 70 (numerical comparison of
theoretical and measured isotopic patterns) for compound hits. The combination of
molecular formula matches to drug and/or drug metabolite obtained from the urine,
serum, and when available, drug taken by the patient are used to report presumptive
intoxicant data in real time.

Using the same generic method for non-targeted drug screening, we have also set-
up semi-quantitative, targeted serum drug screenings for 44 seizure-inducing drugs
(Seizure panel) and 205 drugs-of-abuse (DOA panel) to facilitate the resolution of
cases involving unexplained seizures and patients with mentally altered status, the two
most common referrals to the PCC . For these targeted screenings, a retention time
window of + 0.15 min was added as search criteria for compound hits.

Results: The over-all turnaround time (tat) for the targeted screening methods is
1-2h. The methods developed are analytically sound. Analytes in the seizure panel,
for example, have LOD of 0.5-20ng/mL, linear concentration range of 200-500, %CV
of 3-12% and 8-20% for within run and between run precision, respectively, and %
recoveries of 70-105%. Similar analytical characteristics were obtained for the DOA
panel. For more complicated cases requiring non-targeted screening, the over-all tat
is 2-6h to obtain preliminary qualitative data. Using both approaches we were able to
solve >70% of the 55 cases referred to the San Francisco PCC last year. These cases
include 9 unexplained seizures, 10 therapeutic drug overdoses of which 5 are suicide
attempts, 15 illicit drug overdoses, 3 new designer drug intoxications, 4 intoxications
involving fraudulent drug sellers and 2 adverse drug reactions.

Conclusion: Except for a narrower dynamic range, analytically sound semi-
quantitative, targeted drug screening methods with rapid turnaround time can be
established using LC-TOF/MS. Combined with its ability to facilitate non-targeted
screening, LC-TOF/MS makes an ideal platform for toxicology screening of
emergency intoxications referred to the PCC.

Detecting Promethazine Use in the Methadone Maintenance
Population by Liquid Chromatography Tandem Mass Spectrometry

T. Toochinda, B. Shapiro, A. Kral, K. Lynch. UCSE, San Francisco, CA,

Background: Numerous drugs are known to augment the effects of methadone,
providing the user with a euphoric effect. Promethazine, an antihistamine typically
used to treat nausea and migraines, is one of the more commonly known “potentiators.”
One health concern associated with combining methadone with promethazine is the
risk of QT prolongation, as both medication are known to block hERG K+ channels.
In fact there has been a significant rise in the number of cases of Torsades de Pointe
associated with methadone use in the past decade. No studies to date, however,
have looked into the incidence of promethazine use in the methadone maintenance
population.

Methods: Urine was collected from patients at the San Francisco General Hospital
Opiate Treatment Outpatient Program over a one-month period. A 500uL aliquot
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of each urine sample was alkalinized with NaOH, spiked with chlorpromazine-d3,
an internal standard, and then extracted with ethyl acetate. The organic layer was
evaporated to dryness and reconstituted in 100uL of 0.05% formic acid to achieve
a 5-fold concentration of sample. Chromatographic separation was performed on
a Phenomenex C18 2.6-um column (50x2.1mm) using a gradient of 0.05% formic
acid and 1:1 acetonitrile/methanol with a run time of 6 minutes. Mass spectral
analysis was performed on a 3200 QTrap LC-MS/MS from ABSciex. Each of the
three compounds were monitored in MRM using the following transitions: 285.1-
->86.0 (promethazine), 301.2-->198.0 (promethazine sulfoxide) and 322.1-->253.0
(chlorpromazine).

Results: Recovery for the liquid-liquid extraction was >90% for both analytes. For
the LC-MS/MS method, four calibrators were used between 0 and 20 ng/ml. The assay
was linear over the range of 0.625 - 25 ng/ml (R2=0.998) for promethazine and 0.16
- 20 ng/ml (R2=0.999) for the sulfoxide. The limit of detection for promethazine was
1.25 ng/ml, and 0.16 ng/ml for the sulfoxide. Intraday precision for both analytes fell
between 5-10% and interday precisions between 12-14% (two sets of controls were
used: 3 and 9 ng/ml for promethazine, 1 and 15 ng/ml for the sulfoxide). Carryover
for the sulfoxide was observed at as low as 400 ng/ml, but none was detected for
promethazine at levels up to 2000 ng/ml. Approximately 400 urine samples have
been collected from the methadone clinic, and 100 have been assayed to date. So
far, promethazine or its sulfoxide metabolite has been detected in 22 (22%) samples.
After analysis of the urine is completed, positive results will be compared with
corresponding demographic data - including age, sex, ethnicity, and clinic enrollment
history - to identify any correlative patterns. Urine samples will then be subjected to
general screening on the LC-MS/TOF to determine whether other drugs are also being
used with any prevalence in this population.

Conclusion: We have developed a robust LC-MS/MS assay for detecting
promethazine in urine. Premilinary results at The San Francisco General Hospital
suggest that there is a substantial incidence of promethazine abuse in the methadone
maintence population. Given the potential health risks associated with coingestion
of methadone and promethazine, this assay plays a clinically useful role, particularly
with regards to drug screening in the methadone clinic.

High-Throughput Analysis of Tacrolimus in Whole Blood Using
Ultra-fast SPE-MS/MS

K. E. Schlicht', E. W. Korman?, V. P. Miller!, C. L. Snozek?, F. W. Crow?,
L.J. Langman?, W. A. LaMarr'. 'BIOCIUS Life Sciences, Wakefield, MA,
’Mayo Clinic, Rochester; MN,

Introduction: Fast, sensitive and accurate therapeutic drug monitoring of
immunosuppressants is critical for transplant patient care. In many clinical
laboratories, LC-MS/MS methods of analysis have replaced traditional immunoassays
for monitoring immunosuppressant drugs because of their increased sensitivity and
selectivity. However, LC-MS assays have slower turnaround times compared to
immunoassays. We evaluated the ability of an ultra-fast SPE-MS/MS system to
analyze tacrolimus in whole blood with much faster sample cycle times and similar
analytical results compared to LC-MS/MS assays.

Methods: MS methods for tacrolimus and its internal standard ascomycin were
optimized for analysis by QqQ MS. Calibration standards for tacrolimus (1-50 ng/ml)
were prepared in bovine whole blood. The whole blood samples (500 pl) were mixed
with water and precipitated using a (0.9 mM) zinc sulfate and methanol solution
containing the internal standard. Precipitated samples were gently mixed and then
centrifuged. Following centrifugation, supernatants were transferred to a 96-well
plate for analysis. Samples were analyzed at a rate of 9.5 seconds per sample using
a RapidFire (RF300) system coupled to a QQQ mass spectrometer. The SPE method
consisted of a Phenyl column and elution with 100% acetonitrile. Data analysis was
performed using RF/ntegrator software. This methodology is capable of throughputs
>370 samples per hour.

Results: Prepared calibration standards and commercially available quality controls
were run in triplicate over a series of days to establish both intra- and inter-day
precision and accuracy. Tacrolimus had both intra- and inter-day accuracies within
15% and coefficient of variation values less than 10% for all concentrations within
the linear range. This method had excellent linearity within the measured range of
1-50 ng/ml with an R? value greater than 0.999. Blank whole blood was treated and
analyzed in the absence of internal standard in the same manner as the other samples
to establish signal windows which were found to be greater than 60 to 1. These
analytical results are comparable to those using LC-MS/MS, however the analysis
time for SPE-MS/MS was approximately 20 times faster. Blinded samples will be
evaluated to further validate this method.

Conclusions: Based on these results, Tacrolimus can be accurately and precisely
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measured in whole blood using ultra-fast SPE-MS/MS at rates of 9.5 seconds per
sample. While the analytical results were comparable to LC-MS/MS, the analysis
time was approximately 20 times faster. SPE-MS/MS may be useful for the fast and
efficient analysis of similar clinical research assays.

Evaluation of Syva EMIT® and Microgenics DRI® Acetaminophen
Assays on cobas ¢501 analyzer, in comparison to Roche
Acetaminophen assay on COBAS INTEGRA® 800 System

Y. Zhang', T. Law', C. MacDonald', S. Fan?, M. Kellogg'. ' Children s Hospital
Boston, Boston, MA, *Beth Israel Deaconess Medical Center; Boston, MA,

Background:Acetaminophen has a wide therapeutic range between 10 and 20ug/
dL. However, liver damage does occur with chronic acetaminophen therapy and
overdose. Accurate measurement of serum acetaminophen levels plays a vital role
in the management of acetaminophen overdoses guiding treatment with antidotes to
avoid hepatic necrosis. This study evaluated the Syva EMIT® and Microgenics DRI®
acetaminophen assays on a Roche cobas ¢501 analyzer in comparison to the Roche
acetaminophen assay on a COBAS INTEGRA® 800 system.

Methods:Both EMIT® and DRI® assays are homogenous enzyme immunoassay
techniques based on glucose-6-phosphate dehydrogenase activity measured
spectrophotometrically at 340nm. Within-day and between-day imprecisions were
evaluated by measuring three levels of controls ten times a day or once a day for
25 days. Accuracy was determined by comparing acetaminophen measurements
from EMIT® and DRI® assays from 30 serum samples to the results obtained from
Roche method. Linearity was calculated based on results from five serum samples at
acetaminophen 0, 50, 100, 150, and 200ug/dL. Limit of detection (LOD) was defined
as the mean plus three times standard deviation of the blank serum measured five times
and limit of quantification (LOQ) was defined as the acetaminophen concentration
which gave 10% coefficient of variation (CV) calculated from the regression derived
from CVs of the samples containing acetaminophen at 1, 2, and 2.5ug/dL. Hemolytic
(H), icteric (I) and lipemia (L) interference effects were determined in sera containing
acetaminophen 5, 10, and 30ug/dL and hemolyzed serum, bilirubin and intralipid to
achieve different levels of H/I/L indices up to 1000, 60, and 1000, respectively.

Results:The within-day precision for EMIT® and DRI® at low, medium, and high
controls were 5.3%, 2.5%, 4.5%, and 7.3%, 4.9%,5.4% CV, respectively. The between-
day precision for both assays were 3.3%, 4.2%, 3.9%, and 7.5%, 5.9%, 6.8% CV,
respectively. Correlation between the COBAS INTEGRA® assay and the Syva and
DRI assays were both 0.9. LODs for EMIT® and DRI® were 0.4 and 3.0ug/dL, while
LOQs were 1.1 and 3.1ug/dL. The Syva assay was linear to 240ug/dL with a slope of
0.99 and intercept of 2.71 (R2= 0.9993). The Microgenics assay was linear to 200ug/
dL with slope of 1.05 and intercept of 1.15 at (R2=0.9998). No hemolytic or icteric
interference was observed for the Syva or Microgenics assays at any concentration
of acetaminophen. Roche assay was affected significantly by hemolysis. The Roche
assay was affected by icterus when the icteric index was greater than 20, 30, and 50
at acetaminophen concentrations of 5, 10 and 30ug/dL, respectively. High turbidity
levels showed slight interference with Roche acetaminophen assay. The Syva and
Microgenic’s assays were affected by turbidity (L index) in a negative fashion
particularly at higher acetaminophen levels.

Conclusion:Both Syva EMIT® and Microgenics DRI® assays demonstrated
excellent precision, accuracy, linearity, and interference performance on our cobas
¢501 analyzer. Samples with high L index, however, were recommended to be tested
after ultracentrifugation. Cautions should be taken for samples with hemolysis and
icterus when analyzed on COBAS INTEGRA® 800 system, although it seemed to be
less susceptible to lipemia interference.

Simultaneous Extraction of Five Nucleoside Reverse-transcriptase
Inhibitors

P. Travisano. National Jewish Health, Denver, CO,

Therapeutic drug monitoring is currently offered for numerous pharmaceuticals but
the market lacks an efficient way to monitor nucleoside reverse-transcriptase inhibitors
(NRTI). This need has been addressed with the following efficient, quantitative,
simultaneous extraction of five nucleoside reverse-transcriptase inhibitors with
subsequent HPLC UV-vis detection. Stavudine, Emtricitabine, Zalcitabine,
Lamivudine, and Abacavir are extracted from plasma in less than ten minutes. The
extraction involves the addition of Prothionamide (PTA) as an internal standard, the
acid precipitation followed by centrifugation, the neutralization of the sample, and the
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final centrifugation. Samples are then injected on a Phenomenex Luna 250 x 4.60 mm
5 micron column with an HPLC buffer comprised of sodium phosphate and 1-hexane
sulfonic acid with a pH of 3.0. Baseline resolution of all compounds is achieved in
20 minutes at a pressure of 2500 psi. Table 1 outlines pertinent statistical factors from
the assay validation. With linearity maintained over the range of 10.0 pg/mL to 0.05
pg/mL, one can quantitatively measure the concentration of these five drugs over
their respective therapeutic range. The HPLC method was tested for interferences
against 58 commonly used drugs and compounds. Although baseline resolution was
not achieved for all interfering compounds, accurate integration of the desired peak
was maintained. This new assay provides a simple, time-efficient method for the
simultaneous extraction of five nucleoside reverse-transcriptase inhibitors.

Table 1.
Linearity Range (ug/ . .
Compound Slope |Intercept 'Within-Sample Precision (%CV)
(R?) mL)
Stavudine 0.9996 0.1962 |0.0182  |10.0-0.05 1.60
Emtricitabine [0.9997 0.1675 |0.0083  |10.0-0.05 1.43
Zalcitabine  [0.9997 0.1342 10.0030  {10.0-0.05 0.82
Lamivudine [0.9997 0.1656 |0.0068 |10.0-0.05 0.88
Abacavir 0.9998 0.2132 |0.0140  |10.0-0.05 1.01

Drug monitoring and toxicology: a procedure for the monitoring of
levetiracetam by HPLC-UV

P. H. Tang. Cincinnati Children's Hospital Medical enter, Cincinnati, OH,

Background: Levetiracetam is an anticonvulsant drug used to treat epilepsy. It is the
S-enantiomer of etiracetam, structurally similar to the prototypical drug piracetam.
Levetiracetam has been used as a monotherapy treatment for epilepsy in the case
of partial seizures, or as an adjunctive therapy for partial, myoclonic and tonic-
clonic seizures. The exact mechanism by which levetiracetam acts to treat epilepsy
is unknown.

Levetiracetam has potential benefits for other psychiatric and neurologic conditions
such as Tourette syndrome, autism, bipolar disorder and anxiety disorder, but its most
serious adverse effects are behavioral and its benefit-risk ratio in these conditions is
not well understood. It is also sometimes used to treat neuropathic pain.

Therapeutic drug monitoring of levetiracetam concentration is helpful to physicians
in evaluating patient compliance with treatment, in providing guidance to achieve
well-tolerated and effective dosing, and in identifying drug-drug interactions when
drugs are given as polytherapy. Serum levetiracetam is generally measured by high-
performance liquid chromatographic (HPLC) method. In some HPLC methods, multi-
step extraction techniques and extensive sample pretreatment are used. Previously,
measurement of serum levetiracetam was performed at the reference laboratory.
The results turnaround time were not always satisfied and service of therapeutic
drug monitoring was, therefore, lagging. The need for a quick measurement of
levetiracetam in serum and the need for a cost-effective procedure prompted the
development of a rapid HPLC method. Here, a reliable HPLC method is described for
determination of levetiracetam in serum.

Methods: Serum (100puL) was vortex-mixed with methanol and the internal standard
phenylethylmalonamide (300uL) for 1 minute and centrifuged at 10,350 g for 10
minutes at room temperature. The supernatant (ca. 300uL) was transferred to an
autosampler vial, A small portion of supernatant (10pL) was injected directly onto
the HPLC system. Separations of levetiracetam and phenylethylmalonamide were
achieved by using a 5-um Microsorb-MV reversed-phase C18 column (250 x 4.6 mm)
and a mobile phase consisting of phosphate buffer (pH = 6.9, 0.05 M) and acetonitrile.
The flow rate of HPLC run was at 1.1 mL/min and column temperature at 50°C. Peaks
of levetiracetam and phenylethylmalonamide were monitored at 200 nm.

Results: The method achieved a linear concentration range of 1-100 mg/L, which
covered the proposed therapeutic range of 12-46 mg/L for seizure control. The limit of
detection was 0.2 mg/L. Both within-run and between-run precision for three fortified
controls (20, 40, and 80 mg/L) in serum were lower than 7%. Analytical recoveries
were greater than 95%. No interference was observed from the most commonly
administered antiepileptic drugs (such as primidone, carbamazepine, ethosuximide,
felbamate, lamotrigine, oxcarbazepine, phenobarbital, phenytoin, rufinamide,
topiramate, valproic acid, and zonisamide). The method was compared to a reference
laboratory HPLC assay using 30 samples ranging from 5 to 90 mg/L. The correlation
showed a slope of 1.04, an intercept of 0.25 mg/L and an r of 0.94.
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Conclusion: This method provides excellent reproducibility, requires no solid-phase
extraction and one step deproteinization prior to chromatography. No interferences
with other common antiepileptic drugs were observed. It is suitable for routine
analysis of levetiracetam in serum.

CEDIA Tacrolimus Applications for the Ortho Clinical Diagnostics
VITROS Systems

J. R. Murakami. Thermo Fisher Scientific, Fremont, CA,

Background. Tacrolimus (FK506) is an antibiotic with potent immunosuppressive
function as prescribed for patients with kidney and liver transplantation. A therapeutic
range of 5 to 20 ng/mL in whole blood is generally recommended for patients at
standard risk of rejection. Monitoring of tacrolimus is thus important for effective use
of the drug in the prevention of renal or liver allograph rejection. The Ortho Clinical
Diagnostics VITROS™ 5600 Integrated System and VITROS™ 5,1 FS Chemistry
System are new applications for the CEDIA Tacrolimus Assay. The CEDIA Tacrolimus
assay uses the bacterial enzyme -Galactosidase that has been genetically engineered
into two fragments. The assay is based on the competition of tacrolimus in the sample
with tacrolimus conjugated to the Enzyme Donor (ED) fragment of -Galactosidase for
antibody binding sites. In the presence of tacrolimus, the drug binds to the antibody,
leaving the ED fragment free to form active enzyme with the Enzyme Acceptor (EA)
fragment. In the absence of tacrolimus, the antibody binds to tacrolimus conjugated
on the ED fragment, inhibiting the re-association of EA and ED. The amount of active
enzyme formed and resultant absorbance change are directly proportional to the
amount of drug present in the sample.

Methods. The performance of the CEDIA Tacrolimus application on the VITROS
5600 and 5,1 FS Systems was determined for precision ,linearity and accuracy against
the Hitachi 917 System.

Results. Tests for within-run and total precision (N=80 per level) were run over 20
days. With-in run CVs were 14.1, 6.5 and 5.3% and total CVs were 19.4, 11.0 and
9.8% at 6.65, 13.9 and 18.9 ng/mL on the VITROS 5600 Integrated System. Within
run CVs were 11.5, 6.5 and 5.9% and total CVs were 21.4, 9.2 and 9.8% at 6.74, 14.0
and 19.1 ng/mL on the VITROS 5,1 FS Chemistry System. Linearity was good across
the reportable range of 2.0 ng/mL to 30 ng/mL. Agreement with the predicate Hitachi
917 also running the CEDIA Tacrolimus Assay was good using patient samples
spanning the reportable range:

VITROS 5600 = 1.02 (Hitachi 917) + 1.0 with a correlation coefficient of 0.984
VITROS 5,1 FS = 1.00 (Hitachi 917) + 1.1 with a correlation coefficient of 0.975
Conclusions We conclude that the performance of the CEDIA Tacrolimus Assay on
the VITROS 5600 Integrated System and the VITROS 5,1 FS Chemistry System
warrants their introduction in clinical practice.

Development and Validation of a Mass Spectrometry Method for the
Quantitation of Docetaxel Directly from Serum

M. A. Marzinke, A. R. Breaud, R. Harlan, W. A. Clarke. Johns Hopkins
Medical Institutions, Baltimore, MD,

Background: Docetaxel (MW = 816.9 Da) is a semi-synthetic agent commonly used
in cancer therapeutics. It is commonly implemented as a treatment option for breast
and lung carcinomas. Docetaxel is largely plasma protein-bound (>98%), interacting
with a high affinity to alpha -acid glycoprotein, lipoproteins and albumin. When
administered intravenously at high doses, docetaxel causes significant adverse side
effects, most notably severe neutropenia. In recent years, however, a more frequent,
lower dose regimen of docetaxel has been implemented to combat the adverse side
effects previously observed. This shift in drug administration has led to further
investigation of the pharmacokinetic and pharmacodynamic profiles of docetaxel
under these conditions. Thus, we describe the development and validation of a
method for quantitation of serum docetaxel concentrations using turbulent-flow liquid
chromatrography-tandem mass spectrometry and direct serum injection.

Methods: 25 pl docetaxel-spiked (Toronto Research Chemicals, Inc.) human sera
and 10 pl deuterium-labeled internal standard (10 pg/ml) were directly injected
onto the Aria TLX2 turbulent flow liquid chromatrography system (Thermo Fisher
Scientific), which consists of a Cyclone-P column for on-line solid phase extraction
and a Hypersil Gold C18 column for analytical separation. Samples were eluted with
methanol (MeOH) containing 10 mM ammonium formate and 0.1% formic acid.
Docetaxel was detected over a 7 minute run time using a TSQ Quantum Access tandem
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mass spectrometer (Thermo Fisher Scientific) with a heated electrospray-ionization
(HESI) source in positive ionization mode with selected reaction monitoring (SRM).
Validation of this method was determined through the characterization of precision
(five replicates twice a day over five days), linearity and recovery, and limit of
quantitation. Additionally, carryover studies were conducted using high (2000 ng/ml)
and low (20 ng/ml) calibrators in randomly alternating runs. All statistical parameters
were evaluated with EP Evaluator 8.

Results: Precision was defined as running three levels of docetaxel (35 ng/ml, 350
ng/ml and 1500 ng/ml). The within run precision was evaluated giving a % CV of
16.7%, 13.7% and 13.2% for the aforementioned levels, respectively. Between run
and between day precision were resulted with a % CV of 7.3%, 8.4% and 13.4%
(between run) and 20.7%, 7.6% and 10.2% (between day) for 35 ng/ml, 350 ng/ml and
1500 ng/ml docetaxel, respectively. The described method was linear from 31.3 ng/ml
to 2000 ng/ml (slope of 1.1) and mean recovery ranged from 101.1-108.1% over the
linear range. The limit of quantitation (the lowest concentration with a CV <20%) was
determined to be 31.3 ng/ml for this method. Carryover studies using high and low
docetaxel calibrators resulted in a minimal carryover of 4.2 ng/ml, which is less than
three times the SD of the low calibrator (1 SD = 8.8).

Conclusions: This developed and validated LC-MS/MS method allows for the
quantitation of docetaxel from direct serum injections. Although this method uses the
direct injection of a small quantity of specimen (25 pl) for drug analysis, more studies
are being conducted to increase the sensitivity of the assay.

Development of a Rapid Quantitative/Semi-quantitative LC-MS/MS
Method to Monitor Opioids and Glucuronide Metabolites

J. A. Dickerson, T. J. Laha, M. B. Pagano, A. N. Hoofnagle. University of
Washington, Seattle, WA,

Background: Managing chronic pain patients with opioid therapy is a difficult and
controversial issue. Random urine drug screens are recommended by the APS and
AAPM to help physicians detect aberrant behavior in patients, such as divergence
(not taking prescribed drug, and selling or exchanging it for another drug). Several
opioids are metabolized primarily to glucuronide metabolites; detecting only the
parent compound can lead to false negative results. Regular screening is used to
confirm patient compliance, and patients reported as negative are at risk for losing
their therapy. Immunoassays are commonly used to screen, but they suffer from a lack
of specificity. We have previously developed a quantitative LC-MS/MS method for 14
opioids that offers superior specificity and sensitivity compared with immunoassays.
In this work, we aimed to develop a novel LC-MS/MS method to quantify the same 14
opioids and 6 new glucuronide metabolites with minimal sample preparation. While
all of the opioids could still be quantified by isotope dilution, internal standards are
not universally available for all of the glucuronide metabolites. In addition, several
of the glucuronide metabolites are not stable in calibration mixtures. Moreover, it is
more important to specifically detect an opioid or its metabolite than it is to accurately
quantify the analyte. As a result, we aimed to develop a new semi-quantitative assay
by LC-MS/MS using a 50ng/mL cut-off.

Methods: Urine specimens, calibrators, or controls were centrifuged and added in
equal volume to 100 pL internal standard solution containing 14 dueterated opioids
and 3 dueterated glucuronide metabolites in water. Ten pL were injected for analysis
by LC/MS/MS. Separation was performed by UPLC on an Acquity HSS T3 column
(2.1 x 50 mm, 3 pm). Mobile phase A contained 2 mM ammonium acetate in water,
0.1% formic acid and mobile phase B contained 0.1% formic acid in acetonitrile. The
separation of all compounds was complete in 9 minutes.

Results: The method was evaluated for linearity, precision, and analytical recovery.
The assay was linear between 10 and 1000ng/mL. Intra-assay imprecision (150ng/mL)
ranged from 1.0 to 8.4% CV. Inter-assay precision ranged from 1.0 to 16%. Recovery
was determined by spiking five patient specimens with opioid and glucuronide
standards at100ng/mL. The patient specimens contained varying degrees of protein,
bilirubin, and pH ranges. Recoveries ranged from 82 to 107% (median 98.9%). The
method correlated well with our current quantitative LC-MS/MS assay for opioids.
It is very important to point out that during our correlation study we found several
patient samples that tested positive for glucuronides that would have tested negative
when measuring the parent compound alone.

Conclusion: We have developed a quantitative/semi-quantitative method to
simultaneously monitor 14 opioids and 6 of their glucuronide metabolites with
minimal sample preparation. The assay can be used to identify non-compliance and
diversion with high specificity in the chronic pain population.
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A Highly Specific 6-Acetylmorphine Inmunoassay for Detecting
Heroin Use

S. E. Melanson, M. Fernandes, M. L. Snyder. Brigham and Womens
Hospital, Boston, MA,

Background: Immunoassays directed against the unique metabolite of heroin,
6-acetylmorphine (6-AM), are increasingly used to screen for heroin use. These
assays are more specific for assessing heroin use than opiate immunoassays which
target morphine. However, in our population of patients treated for chronic pain, we
observed a high false positive rate with the CEDIA 6-AM immunoassay, which was
suspected to be due to interference from other structurally-related opioids.

Objective: To evaluate whether a recently approved automated urine 6-AM immunoassay
is more specific than our current CEDIA 6-AM assay for detection of 6-AM.

Methods: A total of 214 urine samples sent to our laboratory from patients treated
for chronic pain (192 consecutive, 22 previously screened positive for 6-AM by
CEDIA) were analyzed by the Microgenics CEDIA Heroin Metabolite (6-AM)
assay (Thermo Fisher Scientific, Inc.) and the 6-AM enzyme immunoassay (EIA)
(Lin-Zhi International, Sunnyvale, CA) on the Olympus AU480 analyzer (Beckman
Coulter, Inc.) using the manufacturers’ recommended 10 ng/mL cutoffs. All positives
by CEDIA and/or EIA were tested for 6-AM by GC/MS (5 ng/mL reporting limit).
Samples were also tested for the presence of morphine (free and conjugated forms)
and other opioids by LC-MS/MS (100 ng/mL reporting limit). Water spiked with free
morphine concentrations up to 50,000 ng/mL was tested to determine the morphine
cross-reactivity of both assays.

Results: CEDIA and EIA demonstrated equivalent sensitivity for 6-AM detection,
both correctly identifying the eight 6-AM positive specimens. However, the EIA
6-AM assay provided improved specificity for 6-AM (100%) compared to CEDIA
(91%). The CEDIA false positive rate was 69%. Upon investigation all but one of the
eighteen CEDIA false positive samples were found to contain high levels (>30,000
ng/mL) of morphine. Subsequent spiking experiments revealed that spiked morphine
concentrations as low as 12,500 ng/mL generated positive CEDIA results, whereas
EIA showed no morphine cross-reactivity up to 50,000 ng/mL.

Conclusion: The EIA assay offers sensitive and specific 6-AM detection without
the significant morphine cross-reactivity of the CEDIA assay. Implementation of the
EIA 6-AM screening assay should facilitate accurate detection of recent heroin use in
clinical laboratories that do not perform confirmatory testing.

Performance Charectersitcs Of Ark Diagnostics Quantitative
Immunoassay For Levetiracetam On The Beckman Random Access
Unicel® Dxc System & Comparsion To Lc-Ms-Ms Batch Analysis

J. Murthy', M. Boisclair?, N. Kessimian'. 'The Warren Alpert Medical
School of Brown University, Providence, RI, ?Memorial Hospital of Rhode
Island, Pawtucket, RI,

Background: Levetiracetam [(-)-(S)-a-ethyl-2-oxo-1-pyrrolidine acetamide] is a
second generation anticonvulsant medication indicated as adjunctive therapy in the
treatment of certain types of seizures in people with epilepsy. It is marketed under
the trade name Keppra®. Levetiracetam is a single enantiomer and the precise
mechanism(s) by which levetiracetam exerts its antiepileptic effect is unknown.
However, high doses of levetiracetam can induce adverse effects, including dizziness,
somnolence, asthenia, headache, behavioral problems, depression, and psychosis
(Kanner et al., 2004). The therapeutic drug monitoring of levetiracetam concentrations
plays an important role as an aid in management of patients treated with levetiracetam
for toxicity issues.

Objective: To evaluate the performance characteristics of the new ARK Diagnostics
Levetiracetam Assay on the Beckman Random Access UniCel DxC system for routine
clinical laboratory use.

Methods: The ARK Levetiracetam Assay is a homogeneous immunoassay used in
the quantitative determination of levetiracetam in human serum or plasma. When
sample and reagents are mixed, drug in the sample competes with drug labeled by
the enzyme glucose-6-phosphate dehydrogenase (G6PDH) for antibody binding sites.
Enzyme activity decreases upon binding to the antibody so that the drug concentration
in the sample can be measured in terms of enzyme activity. Active enzyme converts
nicotinamide adenine dinucleotide (NAD) to NADH, resulting in an absorbance
change that is measured spectrophotometrically. The NADH absorbance is directly
proportional to drug concentration in the sample. Endogenous serum G6PDH does
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not interfere because the coenzyme functions only with the bacterial enzyme (from
Leuconostoc mesenteroides) used in the assay. The ARK Levetiracetam Assay
was evaluated using the Random Access UniCel DxC 600 analyzer. The assay
was calibrated using a six point calibration curve (0 to 100 pg/mL). Performance
of the assay was determined by assessing precision, limit of quantitation, linearity,
endogenous interferences, Heath Controls (NEQAS, UK) proficiency samples
performance and correlation studies using LC/MS/MS batch analysis.

Results: Precision on tri-level controls was 7.3% CV (7.9 pg/mL), 6.5% CV (29.5
pug/mL) and 7.8% CV (79.1 pg/mL). Limit of Quantitation (LOQ) was 2.0 pg/mL.
Linearity was demonstrated from 2.0 to 100.0 pg/mL. No common endogenous
substances (Hb, bilurubin, gamma globulin, uric acid, albumin, cholesterol and
triglyceride) interference was observed with the measurement of levetiracetam at the
levels tested. Recovery experiment using spiked samples at 1.0, 2.0, and 3.0 pg/mL
showed acceptable recovery. Correlation studies were done using 50 patient samples
with level ranging from 2.0 to 61.0 pg/mL were analyzed using reference the LC/
MS/MS method showing acceptable statistical results (Passing Bablok regression
analysis: y (Beckman DxC) = 1.01 (LC/MS/MS) - 0.03, r2 = 0.95).

Conclusions: The ARK Levetiracetam Assay is suitable for the quantitative
measurement of Levetiracetam in serum and plasma on the UniCel Random access
DxC 600 System. This assay correlated with LC/MS/MS and is well-suited for routine
TDM use on the UniCel DxC 600 Random Access Clinical System. Compared to
LC/MS/MS method, which is time consuming and expensive and requires highly
skilled technical staff, the ARK Levetiracetam Assay can be used in routine clinical
chemistry laboratories and can generate results within 30 minutes.

Global Tacrolimus Assay Proficiency Study

G. T. Maine!, D. A. Armbruster!, D. M. Levine?, V. Tuck?, D. W. Holt’.
!Abbott Laboratories, Abbott Park, IL, °The Rogosin Institute, New York,
NY, 3St. George's, Univ. of London, London, United Kingdom,

Background: Current LC/MSMS and immunoassay test methods used to monitor
tacrolimus concentrations in whole blood of allograft recipients are not standardized
due to the lack of an internationally recognized tacrolimus reference material and
reference method. The aim of this study was to assess the need for tacrolimus assay
standardization.

Methods: A 40 member whole blood tacrolimus proficiency panel (2-30 ng/mL) was
sent blinded to 23 clinical laboratories in 14 countries to be tested by the following
assays: LC/MSMS (n=9), Abbott ARCHITECT (n=17), Siemens/Dade Dimension
(n=5) and Microgenics (n=1). Select LC/MSMS laboratories (n=4) also received a
calibrator panel (MassTrak kit, Waters Corp.). Test results from each laboratory were
compared to the values of the blinded panel members obtained by a validated LC/
MSMS method, which was designated as the provisional reference method.

Results: The range of CVs observed with the tacrolimus proficiency panel was
as follows: LC/MSMS 11.4-18.7%; ARCHITECT 3.9-9.5%; Siemens/Dade 5.0-
48.1%. The range of historical within-site QC CVs using controls was as follows:
LC/MSMS  low=3.8-8.9%, medium=2.0-6.0%, high=2.3-6.3%; ARCHITECT
low=2.5-9.5%, medium=2.5-8.6%, high=2.9-18.6%; Siemens/Dade low=8.7-23.0%,
medium=7.6-13.2%, high=4.4-10.4%. Assay bias observed between 4 LC/MSMS
sites was not ameliorated by implementation of a common calibrator set.
Conclusion: The ARCHITECT assay gave better precision than either the LC/
MSMS or Siemens/ Dade Dimension assays for the tacrolimus proficiency panel. Use
of a common calibrator did not improve agreement between LC/MSMS methods.
Tacrolimus assay standardization is required in order to provide optimized drug
dosing and consistent care across transplant centers globally.

High Throughput Analysis Using TFC-LC-MS/MS: Breaking the
2000 samples/system/day barrier in Quantitative Clinical Toxicology

P. L. Holland, B. Rappold, S. Dee, M. Crawford, R. Grant. LabCorp,
Burlington, NC,

Background: Over the last 4 years, our laboratory has consolidated a number of
previously utilized technologies (LC-UV, GC-MS) to a single analytical workflow,
incorporating dilute and shoot/direct injection of analytically cassetted multi-analyte
clinical toxicology panels. We have employed a generic 4-channel turbulent flow
chromatography-LC separation modality (TFC-LC) with tandem mass spectrometric
detection (AB Sciex API 5000) for real-time and batch oriented processing of targeted
clinical toxicology confirmatory/quantitative analysis.
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Methods: Generic sample preparation involves automated (Tecan Evo) 10-fold
sample dilution of patient samples with appropriate isotopically labeled internal
standards in 0.1/1% formic acid solution followed by mixing, centrifugation and
injection. Each channel of the 4-channel Aria Transcend system (Thermo) is formatted
identically, with a 0.5x5mm, 60micron particle size Cyclone P TFC column for
analyte enrichment, and sample loading under turbulent flow conditions with 0.1%
formic acid solution at 2mL/min for 15 seconds. Enriched analyte transfer to the
chromatographic separation occurs via chromato-focussing mode in 20 seconds,
with class specific loop composition elution conditions tuned to resolve co-extracted
phospholipids, salts and high molecular weight proteins. Following refocusing,
analytical separation is performed using an XDB C18, 50 x 2.1mm, Smicron LC
column (Agilent) at 1-1.5mL.min, under class specific gradient conditions using 0.1%
formic acid (elute pump A) and 90:10 methanol: water (0.1% formic acid) elute pump
B. Increased analytical throughput is generated using method-folding principles to
realize inject-to-inject cycles per channel of 2.5 minutes, together with acquisition
windows per channel of 25-40 seconds in a class specific manner.

Results: The multi-factorial net results of these throughput enhancements are: 80%
reduction in FTE labor, real-time and batch mode operation, open-access utility
through common analytical setup (for each of the 4-channels) and 2400 samples per
day capacity in operational utility.

Analytical and clinical validation parameters of accuracy, precision, linearity, carry-
over, specificity and inter-assay correlation will be shown for each class (determined
for each analyte independently within each class), conforming to CLIA, NCCLS
and FDA method validation guidance. As an example, the tricylcic antidepressants
panel assay (Amitryptiline, Nortryptiline, Desipramine, Imipramine, Doxepin,
Desmethyldoxepin, Clomipramine and Desmethylclomipramine) exhibited selectivity
(measured concentration <20% LLOQ) against >250 exogenous/endogenous analytes
at supra-physiological levels. Blank defibrinated plasma (6 independent lots) was
free of contribution to analyte/internal standards. Assay matrix effects were <10%,
as determined by sample mixing, standard addition and post-column infusion. Assay
carry-over was < 0.1% for all analytes and internal standards. Intra and inter-assay
imprecision and bias was <11.4% for all analytes (n=20 replicates/batches) from 20
- 1000ng/mL; recoveries were between 94.99 and 114.83% for all analytes. Assay
linearity (calibrator verification over 5 batches) and serial dilution indicated bias <
10% for each analyte. Inter-assay correlation statistics using deming methods (n>20
samples/analyte) indicated mean bias < 15%, correlation coefficient > 0.99 and
deming slopes between 0.9 and 1.1.

Examples of clinically validated and operationally utilized multi-cassette assays for
benzodiazepines, tricyclic antidepressants, fast-acting opiates, analgesics and other
commonly measured clinical toxicology analytes will be shown.

Conclusion: Currently, the analytical system performs screening/confirmation for
>50 analytes per patient sample in < 5 minutes.

Simultaneous screening of tricyclic antidepressants, buprenorphine,
MDMA and other drugs of abuse in urine and blood with matrix
dedicated Evidence biochip array kits

J. Darragh, C. Finnegan, F. M. Kelly, P. Holmes, A. Jennings, R. I.
McConnell, S. P. Fitzgerald. Randox Laboratories, Crumlin, United
Kingdom,

Background. Simultaneous screening of tricyclic antidepressants (TCAs),
buprenorphine, MDMA and other drugs of abuse is relevant for applications in
therapeutic drug monitoring, toxicology, forensic settings. The use of different
sample types is now commonplace. There are limitations with generic methodologies
for the analysis of different matrix types-typically using calibrator and control
materials, which require large dilutions to different cut-offs. This may result in sub-
optimal analytical reagent mixture for a particular matrix type. Evidence biochip
array technology provides a platform for the simultaneous determination of TCAs,
buprenorphine, MDMA and other drugs of abuse from a single sample using matrix
dedicated kits. The miniaturizacion of the immunoassays, using this multi-analytical
approach, reduces the volume of the sample and reagent per test and increases the
results output.

Relevance. We report the applicability of this technology to the simultaneous
determination of these compounds in urine and blood with matrix dedicated biochip
array kits. This represents a valuable analytical tool for the rapid screening of batches
of samples in test settings.

Methods. Competitive chemiluminescent simultaneous immunoassays are applied
for the determination. The core of this technology is the biochip (9mm x 9mm), which
represents the chemically activated solid phase where the ligands are immobilised and
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stabilised defining microarrays of test sites and also the vessel where the reactions
take place. The assays were applied to the fully automated Evidence analyser. The
system incorporates the software to process, report and archive the data generated.

Results. Application to urine: The TCA assay detects approximately 12 compounds
in this class including amitryptiline, desipramine, nortryptiline and trimipramine (%
cross-reactivity 72%, 131%, 100%, 375% respectively). The sensitivity of the TCAs
assay was 3.9 ng/ml. The buprenorphine assay exhibited a sensitivity value of 0.04
ng/ml and the MDMA assay 7.06 ng/ml. For other drugs of abuse the sensitivity
values ranged from 0.04 ng/ml (opiates) to 50.9 ng/ml (methamphetamine). The intra-
assay precision and inter-assay precision, expressed as %CV, were <13% and <19%
respectively for all the assays.

Application to blood: The TCA assay detects approximately 14 compounds in this
class including desipramine, nortryptiline and trimipramine (%cross-reactivity:
206%, 100% and 238% respectively). The sensitivity value of the TCAs assay was
2.04 ng/ml, the buprenorphine assay 0.03 ng/ml and the MDMA assay 1.31 ng/ml. The
sensitivity values for the drug of abuse assays ranged from 0.07 ng/ml (oxazepam) to
13.19 ng/ml (methamphetamine). The intra-assay and total precision, expressed as
%CV were <17.7% and <20% respectively for all the assays.

Conclusion. Data show applicability of biochip array technology to the simultaneous
determination of TCAs, buprenorphine, MDMA and other drugs of abuse in urine and
blood with matrix dedicated kits. This is of value for applications in therapeutic drug
monitoring, toxicology and forensic settings.

EDDP Screening is Superior to Methadone Screening for Compliance
Monitoring in Patients Treated for Chronic Pain

M. L. Snyder, P. Jarolim, S. E. Melanson. Brigham and Womens Hospital,
Boston, MA,

Background: Methadone is a potent analgesic that is increasingly prescribed for
the treatment of chronic pain. Urine methadone screening is frequently performed
to monitor compliance and/or detect undisclosed use. A separate immunoassay
measuring methadone’s  primary metabolite, 2-ethylidene-1,5-dimethyl-3,3-
diphenylpyrrolidine (EDDP), has also been suggested to detect compliance in fast
metabolizers and identify patients who spike their urine to simulate compliance.

Objective: To determine if EDDP screening can replace methadone screening as a
more sensitive and reliable method for monitoring methadone use in patients treated
for chronic pain.

Methods: A total of 1247 consecutive urine specimens from patients treated for chronic
pain were screened by Microgenics Methadone DRI and EDDP CEDIA assays (Thermo
Fisher Scientific, Inc.) on the Olympus AU480 analyzer (Beckman Coulter, Inc.) using
300 and 100 ng/mL cutoffs, respectively. All discrepant specimens were tested for
methadone by GC-MS with a reporting limit of 100 ng/mL; select specimens were also
tested for EDDP by LC-MS/MS with a reporting limit of 10 ng/mL.

Results: Of the 1247 specimens screened for methadone and EDDP, 200 were
positive by both assays, 10 were positive by the EDDP screen only, and 5 were
positive by the methadone screen only. The ten additional samples screening positive
for EDDP only contained relatively low levels of methadone and/or EDDP (Table).
These samples were considered to be true positives. The five samples screening
positive for methadone only were unusual because they contained high concentrations
of methadone (> 3000 ng/mL) but undetectable or very low concentrations of EDDP
(<13 ng/mL). These five samples likely represent adulterated specimens from patients
simulating compliance.

Conclusions: Overall, EDDP screening identified 5% more patients taking methadone
than the methadone assay. The EDDP assay is a highly specific and more sensitive
assay than methadone for monitoring methadone compliance in patients treated for
chronic pain.

Table. Discrepant urine samples.

Methadone EDDP
Group ?é‘;f;;‘do“e f(lj)El]))PI A [GEMS) (LC-MS/MS)
(ng/mL) (ng/mL)
! POS NEG 3406 - 28475 <10-13
(n=5)
il NEG POS 116 - 2615 Not Performed
(n=7)
IIb
NEG POS <100 160 - 276
(n=3)
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Analytical Performance Characteristics of the Abbott Architect i2000
Sirolimus assay: Comparisons with Liquid Chromatography Tandem
Mass Spectrometry (LC-MS/MS) and Abbott IMx methods

S. De', E. Jimenez', B. K. De!, K. L. Johnson-Davis?, G. A. McMillin?.
!University of Arizona, Tucson, AZ, *University of Utah Health Sciences
Center; Salt Lake City, UT,

Background: Sirolimus, also known as rapamycin and Rapamune, is a macrocyclic
antibiotic with immunosuppressive activity that is used extensively in solid organ
transplantation, along with other immunosuppressive drugs. Its pharmacokinetics vary
significantly among individuals, and response is correlated with blood concentration,
thus making it a prime candidate for therapeutic monitoring, to avoid dose-related
graft rejection or serious toxicity.

Objective and Methods: To support therapeutic monitoring, we have evaluated
performance characteristics of the Abbott Architect i2000 assay (CMIA,
chemiluminescent magnetic particle immunoassay) and compared its accuracy with
LC-MS/MS (reference method) and another immunoassay, the Abbott IMx (MEIA,
microparticle enzyme immunoassay).

Results: The limit of detection of CMIA is 0.25 ng/mL, and the analytical measurement
range of the assay is 0.5-30 ng/mL. Total imprecision (%CV) was 7.6, 6.0 and 6.1 at
concentrations of 4.81, 10.47 and 20.7 ng/mL respectively. Sirolimus concentration
in specimens collected from various organ transplant patients was compared between
CMIA, LC-MS/MS and MEIA methods. A comparison was also made based on
storage of specimens at 2-8 °C and -20 °C. The Table below summarizes the the
method comparison data.

Conclusions: We conclude that the CMIA method is a sensitive and precise method.
Studies comparing the two different temperatures indicated that although the drug is
stable at both temperatures, precision is improved with storage at -20 °C than at 2-8
°C. In addition, agreement of results is closest between the CMIA and LC-MS/MS.

Statistical Analysis of Patient Specimen Results:

Deming Regression Mean Bias*
Analysis n |r Slope (CI) Intercept (CI) y-X
Method Pair (y vs x) (ng/mL)

Stored at 2 - 8° C
CMIA vs. MEIA 66 [0.808 |1.48 (1.26 to 1.71) 1.73 (-0.33 to 3.78) 5.76
CMIA vs. LC-MS/MS 47 [0.936  [0.83 (0.74 to 0.92) 2.14 (0.75 to 3.54) -0.37
MEIA vs. LC-MS/MS |47 [0.788  [0.58 (0.46 to 0.71) 0.29 (-1.62 to 2.21) -5.72
Stored at - 20° C
CMIA vs. MEIA 70 10.993 1.24 (1.20 to 1.28) -0.33 (-0.73 to 0.06) 1.94
CMIA vs. LC-MS/MS 20 [0.895  [1.11 (0.86 to 1.36) 1.23 (-1.60 to 4.05) 2.29
MEIA vs. LC-MS/MS |23 [0.918  [0.43 (0.35 to 0.52) 2.69 (1.28 to 4.11) -4.91

*Bland Altman Analysis, n= Number of Specimens, r= Spearman Correlation
Coefficient, CI= 95% Confidence Interval

New Emit® II Plus 6-Acetylmorphine Assay* on the Roche HITACHI
747 and 917 Chemistry Analyzers

N. Morjana, J. Hutson, E. Ludlam, G. Siefring. Siemens Healthcare
Diagnostics, Newark, DE,

Background: 6-Acetylmorphine (6-AM) is a heroin metabolite and its presence in
urine specifically confirms the illicit use of heroin. Applications for a new Emit® II
Plus 6-Acetylmorphine Assay (6-AM) for human urine screening are currently being
developed on the Roche HITACHI 747 and 917 Analyzers. The 6-AM assay has a
cutoff of 10 ng/mL. It will meet the new Substance Abuse and Mental Health Services
Administration (SAMHSA) Mandatory Guidelines for Federal Workplace Drug
Testing Programs. The assay consists of two reagents that will provide qualitative and
semi-quantitative results. The data presented in this study was generated on the Roche
HITACHI 747 and 917 Analyzers.

Methods: Precision was evaluated using the cutoff and = 25% controls according to CLSI
EP5-A2. Recovery was studied by spiking 6-AM into human urine at levels that span
the calibration range (0-20 ng/mL). Calibration stability and on-instrument stability were
assessed by testing the cutoff and + 25% controls over a 31-day period. Urine specimens
were analyzed and the results compared to those from the GC/MS. Cross-reactivity with
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structurally related drugs was assessed at different cross-reactant concentrations. The
effect of common interferences was assessed by spiking the interferents into human urine
in the presence of 6-AM at levels of +/- 25% of the cutoff.

Results: The qualitative repeatability precision CV’s (rate) for the +/- 25% controls
and cutoff ranged from 0.47 - 0.61%. The Within-Lab precision CV’s ranged from
0.99 - 1.62%. The semi-quantitative repeatability precision (ng/mL) CV’s ranged from
2.1-3.5% and the Within-Lab precision CV’s ranged from 3.1 - 11.1%. The analytical
sensitivity of the assay was found to be < 2.2 ng/mL. The overlap rate between the +/-
25% 6-AM controls and the 10 ng/mL cutoff was less than 5%. Semi-quantitatively, the
assay quantified 6-AM spiked samples between 2.5 - 20 ng/mL within +/- 20% of nominal
values. At the 10 ng/mL cutoff, the percent agreement of 109 specimens between the new
assay and GC/MS was> 99%. The assay reagents had minimal cross-reactivity (<0.03%)
with the structurally related drugs, morphine, morphine-3-glucuronide, morphine-6-
glucuronide, and codeine. Potential interfering substances resulted in no false responses
for the spiked + 25% controls relative to the cutoff. A minimum of 7 (HITACHI 747) and
14 (HITACHI 917) days calibration stability was demonstrated. The reagents are stable
on-board the analyzers for at least 30 days.

Conclusion: The new Emit® IT Plus 6-AM Assay applications for the Roche HITACHI
747 and 917 Analyzers will provide suitable screening methods for urine specimens in
both the qualitative and semi-quantitative analyses of 6-AM.

+ Product under development - Not available for sale

Validation of a Syva 6-Acetylmorphine Method on the AUS400
Clinical Chemistry Analyzer

D. C. Kilgore. Siemens Healthcare Dlagnostics Inc., Newark, DE,

Introduction and Objective: 6-Acetylmorphine (6-AM) is a unique metabolite of
heroin and its presence in urine is an indication of heroin use. Starting in October,
2010 the revised Mandatory Guidelines for Federal Workplace Drug Testing Programs
require testing of all samples for 6-AM in order for labs to be SAMHSA certified. We
describe the results of testing performed to assess analytical performance of a new
Emit assay for 6-AM with a cutoff of 10 ng/mL. The assay performance was validated
at LabCorp and PAML. This study validates the use of Emit® II 6-Acetylmorphine
assay as an application on the AUS5400 series of instruments.

Methods: The Emit 6-AM assay can be run in either qualitative or semi-quantitative
modes. Studies performed for the Emit 6-AM assay included repeatability and
within-laboratory precision over 20 days (CLSI EP5-A2) with + 25%, -25% controls
and cutoff calibrator, concordance to GC/MS, proficiency sample and QC testing,
calibration stability, and daily QC.

Results: Repeatability and within-laboratory precision CVs for the 6-AM assay were
all less than 7.2 % at 6-AM concentrations ranging from 7.75 to 13.28 ng/mL (semi-
quantitative). Both qualitative and semi-quantitative modes demonstrated 100%
concordance to GC/MS on 84 negative urine samples (<5 ng/mL), 11 samples below
the cut-off (5-10 ng/mL), 13 samples near the cut-off (10-15 ng/mL), and 87 positive
urine samples (> 15 ng/mL). During daily quality control testing (23 days at site 1
and 21 days at site 2), all QC samples recovered as expected (Pos/Neg). Calibration
stability (<15% drift) of at least 12 days was demonstrated. Testing of CAP proficiency
samples and BDI? +25% QC samples at both sites demonstrated complete agreement
with expected results. At PAML, 24 additional frozen proficiency samples were
tested by the Emit assay. Two samples were discordant based on initially high GC/
MS values; one of these discordant samples demonstrated concordance with the Emit
6-AM result upon repeat by GC/MS. Degradation of 6-AM in the frozen proficiency
samples is the likely reason for the initial discordance.

Conclusions: Precision for the Emit 6-AM assay is well within the clinical
requirements for this assay. Concordance between the Emit 6-AM assay and GC/
MS is excellent. Proficiency sample testing and Daily QC demonstrated acceptable
performance. In conclusion, the Emit® 6-AM assay is suitable for use in screening
urine samples for 6-Acetylmorhpine in accordance with recently enacted Federal
requirements.

'Product under development, not available for sale.

2AUS5400 series of clinical chemistry analyzers is a registered trademark of Beckman
Coulter, Inc.

*Biochemical Diagnostics, Inc. DETECTABUSE® Liquid control urine, Confirm 2
(new SAMHSA guidelines) Edgewood, NY 11717.
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Ordering practices for vancomycin measurement at a university
hospital: comparison to practice reccommendations

N. Jain, C. El-Beyrouty, L. J. McCloskey, D. F. Stickle. Jefferson
University Hospitals, Philadelphia, PA,

Background: Numerous studies have documented overutilization of vancomycin
with respect to prescription practice guidelines, but few studies have addressed
appropriateness of utilization of vancomycin measurement. Vancomycin therapeutic
guidelines (Clin Infect Dis 2009;49:325-7) present only general recommendations
for monitoring, most specifically that “frequent monitoring (>1 measurement of
trough concentration before the fourth dose) for short-course therapy (<5 days)...is
not recommended.” Use of random (non-trough) vancomycin measurements may
be recommended by pharmacy, but only in circumstances of significantly impaired
kidney function. We analyzed vancomycin test orders (random vs. trough), test
intervals, and creatinine-based estimated glomerular filtration rates (¢GFR) over a
one-year period at our institution to determine whether laboratory data might indicate
departures from recommendations on frequency of orders and use of non-trough
measurements.

Methods: Lists of vancomycin results (with designations as trough, random or peak)
and eGFRs were obtained for all patients over a 1-year interval (Dec 2009-Nov
2010). Data matching, categorizations and counting analyses using the two lists were
performed using Visual Basic and Excel.

Results: There were a total of 10438 vancomycin measurements from among 3048
patients (average results per patient = 3.4). Trough (T), peak (P) and random (R)
designations were T=63.7%, P=0.2% and R=36.1%. Median results for T and R were
14 ng/mL and 18 ng/mL, respectively. Only 2551 vancomycin patients (83.7% of
total) were identifiable in the eGFR database. Among these patients, utilization of
R measurements was dependent on ¢eGFR: among patients with e¢GFR<30 mL/min
(24.8% of patients, 37.8% of all vancomycin measurements), R comprised 67.9%
of their vancomycin measurements (70.0% of all R measurements), whereas among
patients with eGFR>60 mL/min (33.4% of patients, 26.4% of all vancomycin
measurements), R comprised 11.2% of their vancomycin measurements (8.2% of all R
measurements). Defining an encounter as any series of single patient measurements in
which no measurement interval between successive samples was greater than 5 days,
vancomycin measurements comprised 4224 encounters (1.4 encounters/patient), of
0 to 42 days duration. 1864 encounters (44.1%) were of single measurements only.
1530 encounters (36.2%) were of 1-5 days duration, for which the rate of vancomycin
measurements was 1.22+0.46 per day. This ordering rate for 1-5 day encounters
was uniform across eGFRs: for eGFR<30 mL/min (443 encounters, 10.5% of
total), patients had 1.28+0.49 measurements per day; for eGFR>60 mL/min, (502
encounters, 11.9% of total), patients had 1.19+0.43 measurements per day.

Conclusions: The majority (70%) of R measurements were associated with severely
impaired GFR; however, the remainder (30% of R, 10.8% of total) were outside of
recommended practice. Even considering a maximum vancomycin dosing frequency
of q8h (which would apply to only a minority of patients), the high frequency of
vancomycin measurements (>1/day) for 5-day encounters across all patients suggests
that monitoring frequency is considerably greater than that recommended by current
guidelines.

CEDIA Mycophenolic Acid Applications for the Ortho Clinical
Diagnostics VITROS Systems

J. R. Murakami. Thermo Fisher Scientific, Fremont, CA,

Background. Mycophenolic Acid (MPA), metabolized from pro-drug mycophenolate
mofetil or mycophenolate sodium, is widely used for the prevention of rejection in
patients receiving renal, heart or liver transplants. Monitoring of MPA may be
important for the effective use of the drug and for minimizing adverse side effects
in patients. The Ortho Clinical Diagnostics VITROS™ 5600 Integrated System
and VITROS™ 5,1 FS Chemistry System are new applications for the CEDIA
Mycophenolic Acid Assay. The CEDIA Mycophenolic Acid assay uses the bacterial
enzyme -Galactosidase that has been genetically engineered into two fragments. The
assay is based on the competition of MPA in the sample with MPA conjugated to the
Enzyme Donor (ED) fragment of -Galactosidase for antibody binding sites. In the
presence of MPA, the drug binds to the antibody, leaving the ED fragment free to form
active enzyme with the Enzyme Acceptor (EA) fragment. In the absence of MPA, the
antibody binds to MPA conjugated on the ED fragment, inhibiting the re-association
of EA and ED. The amount of active enzyme formed and resultant absorbance change
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are directly proportional to the amount of drug present in the sample.

Methods. The performance of the CEDIA Mycophenolic Acid application on the
VITROS 5600 and 5,1 FS Systems was determined for precision, linearity and
accuracy against the Hitachi 917 System.

Results. Tests for within-run and total precision (N=80 per level) were run over 20
days. With-in run CVs were 2.0, 1.0 and 0.9% and total CVs were 5.9, 2.8 and 2.3% at
1.1, 3.4 and 7.0 pg/mL on the VITROS 5600 Integrated System. Within run CVs were
2.0, 1.2 and 0.7% and total CVs were 12.0, 6.0, 4.4% at 1.1, 3.3 and 6.9 pg/mL on the
VITROS 5,1 FS Chemistry System. Linearity was good across the reportable range
of 0.3 pg/mL to 10 pg/mL. Agreement with the predicate Hitachi 917, also running
the CEDIA Mycophenolic Acid Assay, was good using patient samples spanning the
reportable range:

VITROS 5600 = 1.04 ( Hitachi 917) + 0.2 with a correlation coefficient of 0.998
VITROS 5,1 FS = 1.03 (Hitachi 917) + 0.3 with a correlation coefficient of 0.998

Conclusions We conclude that the performance of the CEDIA Mycophenolic Acid
Assay on the VITROS 5600 Integrated System and the VITROS 5,1 FS Chemistry
System warrants their introduction in clinical practice.

Biochip array-based immunoassays for the determination of zaleplon,
zolpidem, zopiclone in biological samples

P. Lowry, E. Benchikh, A. Jennings, R. McConnell, P. Fitzgerald. Randox
Laboratories, Crumlin, United Kingdom,

Background. The Z drugs -zaleplon, zolpidem, zopiclone- are members of a
nonbenzodiazepine class of drugs with similar effects to the benzodiazepines. They
are used for the treatment of insomnia and when consumed for a prolonged period,
induce tolerance and dependence.

The pyrazolopyrimidine zaleplon is rapidly adsorbed following oral administration,
the blood concentration peaking after approximately one hour. Because of its rapid
action and short half-life, zaleplon is increasingly being used in drug facilitated crimes
and recreational abuse.

The imidazopyridine zolpidem, is metabolised to 4-[3-(2-N, N-dimethylamino-2-
oxoethyl)-6-methylimidazo[1,2-a]pyridin-2-yl]benzoic acid (80%) and to a lesser
extent to 3-(2-N,N-dimethylamino-2-oxoethyl)-2-(4-methylphenyl)imidazo[1,2-a]
pyridin-6-yl carboxylic acid.

The zopiclone from the pyrazolopyridine class is extensively metabolised in the liver
via decarboxylation, demethylation, and side chain oxidation. The major metabolites
are zopiclone N-oxide and N-desmethyl zopiclone. Approximately 50% of the dose is
converted to other inactive metabolites via decarboxylation.

Relevance. For therapeutic monitoring and also due to the increasing number of
reports dealing with “drug-facilitated crimes” (robbery, mugging, sexual assault)
related to benzodiazepines and benzodiazepines-like hypnotics, methods are required
for the determination of these drugs. We report the development of three biochip
array-based immunoassays for the detection of low levels of Z drugs and metabolites
in biological samples.

Methods. Three polyclonal antisera were generated from adult sheep after separate
administration of the following immunogens: zaleplon hapten conjugated to bovine
thyroglobulin (BTG), zolpidem-hapten conjugated to bovine thyroglobulin (BTG) and
zopiclone-hapten conjugated to bovine thyroglobulin (BTG) as carrier. The resulting
antisera were used in the development of biochip immunoassays for the detection
and quantification of the corresponding Z drugs. The competitive chemiluminescent
immunoassays were applied to the semi-automated analyser Evidence Investigator.

Results. The specificity of the zaleplon biochip assay, expressed as % cross-reactivity,
was 100% for zaleplon and the sensitivity value, expressed as IC50, was 0.27ng/ml.
For the zolpidem biochipo assay the specificity was 100% for zolpidem and 71%
for the metabolite with sensitivity values of 0.75ng/ml for zolpidem and 1.056ng/
ml for the metabolite. The zopiclone biochip assay showed specificity of 100% for
zopiclone, 112% for N-desmethyl zopiclone and 55% for zopiclone N-oxide with a
sensitivity value of 0.72 ng/ml for zopiclone.

Conclusion. Results indicate that these immunoassays determine low levels of
Z drugs and metabolites and are applicable to monitor the use or misuse of these
compounds.
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Immunoassays for the determination of drugs of abuse in whole blood
on a biochip platform: comparison of analytical parameters with
other immunoassay technique

R. Kinkead, J. Darragh, C. Richardson, R. I. McConnell, S. P. Fitzgerald.
Randox Laboratories, Crumlin, United Kingdom,

Background. Evidence biochip array technology provides a platform for the
simultaneous screening of drugs of abuse from a single whole blood sample. The
core of the technology is the biochip (9mm x 9mm) and represents not only the
platform in which the capture ligands are immobilized and stabilised defining arrays
of discrete test sites, but is also the vessel where the immunoassays are performed.
Miniaturised simultaneous chemiluminescent immunoassays are employed with this
technology. This leads to an increase of results output and a reduction of sample/
reagent consumption.

Relevance: The availability of reliable matrix-dedicated immunoassays for the
determination of drugs of abuse is relevant for clinical, regulatory, toxicological
and forensic applications. We report the comparison of analytical parameters of
five biochip array-based immunoassays for the determination of amphetamine,
methadone, opiates, phencyclidine and tetrahydrocannabinol (THC) in whole blood
with commercially available ELISAs.

Methodology. The chemiluminescent biochip immunoassays were applied to the
Evidence Investigator analyser. The analytical parameters considered for comparison
were limit of detection (LOD) and intra-assay precision. Both methodologies -biochip
array technology and ELISA were carried out according to the manufacturers’ instructions.

Results. For the amphetamine, methadone, opiates, phencyclidine and THC biochip array-
based immunoassays, the LOD values in whole blood were 5.68 ng/ml, 1.41 ng/ml, 1.64
ng/ml, 2.52 ng/ml, 7.34 ng/ml respectively. The intra-assay precision values for biochip
array technology, expressed as %CV, were <12% (amphetamine biochip assay), <13%
(methadone biochip assay), <20% (opiates biochip assay), <16% (phencyclidine biochip
assay), <11% (THC biochip assay). Amphetamine, methadone, opiates, phencyclidine and
THC analysis with the ELISAs showed LOD values of 3.84 ng/ml, 2.06 ng/ml, 1.01 ng/
ml, 1.47 ng/ml and 9.11 ng/ml respectively. The intra assay precision for the ELISAs were
>20% (amphetamine ELISA), >16% (methadone ELISA), >27% (opiate ELISA), >19%
( phencyclidine ELISA), >17% (THC ELISA).

Conclusion: The results indicate superior reproducibility of the five Evidence
biochip immunoassays for drugs of abuse and lower LOD values in whole blood of
the methadone and THC biochip immunoassays when compared with the respective
ELISAs.

Performance Evaluation of DAT Oral Fluid Barbiturates Assay on
Roche Hitachi

M. Coffing', D. Kuntz?, M. Meixner’, B. Masters'. 'Roche Diagnostics
Operations, Indianapolis, IN, *Clinical Reference Laboratory, Inc., Lenexa, K,

Objective: The study goal was to evaluate analytical performance of the DAT
Oral Fluid Barbiturates Assay for determination of amobarbital, butabarbital,
phenobarbital, secobarbital, and pentobarbital, in oral fluid under routine laboratory
conditions. Imprecision and agreement with routine immunoassay and reference
method was evaluated according to a standardized protocol.

Methods: Roche oral fluid turbidimetric immunoassay is based on kinetic interaction
of microparticles in solution (KIMS). In conjunction with the Intercept® Oral
Specimen Collection Device from OraSure Technologies, Inc. (OTI), the assay
utilizes a single cutoff concentration of 20ng/mL. The assay has semi-quantitative and
qualitative applications; only semi-quantitative was used in this trial. MODULAR
ANALYTICS <P> module results are compared, with those of OTI Intercept® Micro-
plate EIA. A combination of routine drug-of-abuse oral fluid samples and spiked
samples were used for method comparison. Discrepant samples were analyzed by
LC-MS/MS.

Results: Intra-assay imprecision (21 replicates/run; 3 runs):

Sample
Assay Cuinif C i F
{mgyrad ) [mgyrad ) [SD) RCY)
10 0.48 085 4577
Basbitmwates 20 20 060090 2945
30 0.58-1.00 2035
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Method Comparison: 303 specimens were analyzed. All positives, all discordant
specimens, and 10% of all negative specimens were confirmed. Overall agreement
between Roche and OTI screening method prior to confirmation was 97.4%.
Agreement between Roche method and LC-MS/MS was 100%.

Conclusion: Roche DAT Oral Fluid Barbiturate assay yielded a high level of
agreement with OTI Intercept® Micro-plate EIA (>97%) and with LC-MS/MS
(100%) in this study.

For Investigational Use Only. The performance characteristics of this product have
not been established. MODULAR is a trademark of Roche. All other product names
and trademarks are the property of their respective owners.

An Improved, No-Manual-Extraction Immunoassay for Tacrolimus
on the Siemens Dimension® Clinical Chemistry System

T. Q. Wei, S. Janas, M. Dubowy, F. Celano, Y. Zheng, J. Duffy, Y. Yang.
Siemens Healthcare Diagnostics Inc., Newark, DE,

Background: Therapies combining lower dosages of tacrolimus with other
immunosuppressant drugs to reduce nephrotoxicity in transplant patients require more
sensitive methods for therapeutic monitoring of tacrolimus. We describe an improved,
fully automated immunoassay for the measurement of tacrolimus* in whole blood on
the Dimension system (Siemens Healthcare Diagnostics, Deerfield, IL, US).

Methodology: An EDTA whole blood sample (15 pL) is automatically lysed onboard,
then incubated first with antibody-f-galactosidase conjugate and later with chromium
dioxide particles coated with a tacrolimus analog. Tacrolimus molecules in the sample
form immunocomplexes with the antibody conjugate, and the excess molecules
of antibody conjugate are bound by the chrome particles. The chrome-conjugate
complexes formed in the incubation are magnetically separated from the supernatant,
which contains the tacrolimus-antibody conjugate complexes. The supernatant is then
transferred to a photometric cuvette where the enzyme tag is detected using a sensitive
chromogenic substrate.

Results: This new assay showed improved precision at lower tacrolimus
concentrations over the original tacrolimus method on the Dimension system.
Analytical and functional sensitivity were less than 0.2 and 1.2 ng/mL, respectively.
The method was linear to 30 ng/mL, and calibration was stable for 30 days.
Repeatability and within-lab reproducibility (%CV) on whole blood patient pools
were measured to be 3.7% and 4.2% at 20.6 ng/mL, 3.0% and 3.7% at 10.7 ng/mL,
3.7% and 4.0% at 5.2 ng/mL, 3.7% and 7.1% at 2.4 ng/mL, and 6.0% and 12.0% at 1.2
ng/mL tacrolimus, respectively, per the CLSI EP5-A2 protocol over a 20-day testing
interval. A correlation study comparing values for the revised Dimension method
(TAC) and LC/MS/MS (LCMS) on split samples (n = 104, range = 1.2 to 25.4 ng/
mL) yielded the following linear regression statistics: TAC = 1.05 x (LCMS) - 0.28; r
=0.98. No significant cross-reactivity was detected in samples spiked with 5000 ng/
mL sirolimus, 5000 ng/mL everolimus, 1000 ng/mL CSA, and 200 pg/mL MPA. No
significant interference (<10%) was found for 60 mg/dL conjugated or unconjugated
bilirubin, 1000 mg/dL triglyceride, and 400 mg/dL cholesterol.

Conclusion: The new tacrolimus method showed improved accuracy and precision,
especially at low drug concentrations. It provides fast measurements of tacrolimus on
the Dimension system.

* Product under development. Not available for sale.

LC-MS/MS Determination of Cocaine Metabolites and the Adulterant
Levamisole in Urine

C. Abou-Diwan', D. D. Koch?, J. C. Ritchie'. 'Emory University, Atlanta,
GA, *Grady Memorial Hospital, Atlanta, GA,

Background: Levamisole, an anti-helminthic agent, is increasingly being discovered
as an adulterant of street cocaine. The US Drug Enforcement Agency reported that, in
July 2009, levamisole was found in as much as 69% of seized cocaine. The previous
human uses of levamisole were as an immunomodulator in treatment of rheumatoid
arthritis and as an adjuvant treatment with fluoracil for colorectal cancer. Recent
reports have linked levamisole found in street cocaine to agranulocytosis and retiform
purpura in cocaine users.

Objective: Develop a LC-MS/MS method for the determination of the major urinary
cocaine metabolites: benzoylecgonine, cocaethylene, and ecgonine methyl ester;
and the adulterant levamisole and its urinary metabolite 4(OH) levamisole. Use this
method to investigate the incidence of levamisole contamination of samples positive
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for cocaine, and the incidence of agranulocytosis in those patients.

Methods: We performed these assays on a Waters ACQUITY UPLC with an ACQUITY
TQ Detector equipped with a Waters ACQUITY UPLC BEH CI18 column using an
ammonium acetate/formic acid mobile phase. Urine was extracted using methanol after
the addition of Benzoylecgonine-D3, Ecgonine methyl ester-D3, Cocaethylene-D3, and
aminorex ((RS)-5-phenyl-4,5-dihydro-1,3-0xazol-2-amine) as internal standards. MS/
MS operates with positive Electrospray Ionization (ESI). Imprecision was tested using
drug-free urine spiked with known low, medium, and high concentrations of the analytes.
Acceptable allowable error was viewed as being <20%.

Results: Both within-run (4.7%-17.1%) and between-run (3.7%-7.3%) imprecision
were acceptable. The limit of detection ranged from <lng/mL to 6.3ng/mL. We
tested 69 urine samples sent for toxicology screening at Grady Memorial Hospital.
51 samples tested positive for cocaine and 18 tested negative, by both immunoassay
and LC-MS/MS. 25 patients tested positive for opiates as well. Levamisole and 4(OH)
levamisole were detected in 70.6% of the cocaine positive urine samples, while the
metabolite cocaethylene (indicator of concomitant alcohol consumption) was detected
in 31.4% of cocaine positive urine samples. Levamisole was not detected in opiate
positive urines in the absence of cocaine.

Conclusions: This method was successfully used to detect cocaine metabolites and its
adulterant levamisole in urine, and determine the incidence of levamisole contamination
of cocaine in the Atlanta region. The method will also allow the investigation of the
incidence of agranulocytosis in the setting of levamisole-tainted cocaine.

Improved Sensitivity for Methotrexate Analysis Using Enzyme
Multiplied Immunoassay Technique on the Siemens Viva-E
Instrument

M. P. Borgman', M. F. Hiemer', A. R. Molinelli?, J. C. Ritchie?, S. A.
Jortani'. 'University of Louisville, Louisville, KY, ’St. Jude Children’s
Research Hospital, Memphis, TN, *Emory University, Atlanta, GA,

Background: The available assay kit for methotrexate (MTX) using Syva enzyme
multiplied immunoassay technique (EMIT) reagent allows for detection of MTX in
serum or plasma to concentrations as low as 0.3 umol/L. Current clinical decision
points for MTX therapeutic drug monitoring and subsequent leucorvorin rescue exist
at concentrations below that limit. The goal of the current study was to lower the limit
of MTX quantitation with acceptable precision to 0.05 umol/L using EMIT assay
technology on the Siemens Viva-E Drug Testing instrument.

Methods: EMIT MTX assay parameters were modified on the Viva-E instrument to
increase the sample volume to 7.0 uL from 3 uL. EMIT methotrexate kit calibrators
were used at concentrations of 0, 0.2, 0.5 and 1.0 umol/L. Additionally, calibrators
of 0.02 and 0.05 umol/L were made by dilution. Calibration of the instrument was
achieved using modified cubic spline regression. Precision of this modified assay
was assessed using a UTAK Laboratories custom MTX control with a target of 0.05
umol/L as well as Biorad Lyphochek TDM controls with targets of 0.3, 1.34 and
8.49 umol/L. Concentrations of samples greater than 1.0 umol/L were diluted using
kit-supplied buffer reagent. All other assay procedures were followed according to
manufacturer instructions.

Results: Intra-assay precision was assessed using the four control materials and
concentrations listed above (n=10). Mean values (umol/L MTX) and percent
coefficient of variation (CV) for the respective controls were 0.05, 9.4%; 0.38, 1.8%;
1.48, 2.0%; and 8.98, 0.9%. Inter-assay precision (n=25) was assessed using the same
controls with mean values and percent CV as the following 0.04, 15.7%; 0.37, 3.9%;
1.47, 2.5%; and 8.54, 2.2%. Measured values of the 0.05 umol/L control ranged from
0.03-0.06. Small fluctuations in values at this low concentration resulted in a standard
deviation of 0.006 and thus a larger CV at low concentration. The CV at the low
end was comparable to reported values for the Abbott TDx MTX II assay with a
14% CV at 0.07 umol/L. This modified EMIT MTX assay as well as the unmodified
approved assay version were compared using patient specimens with the current in-
house Abbott TDx MTX assay. Linear regression of correlation data revealed that both
EMIT assays produced positive bias compared with the reference method. However,
the modified EMIT assay had the best correlation in the low range (0.03-2 umol/L)
with an equation of Modified EMIT = 1.12 TDx + 0.03, 1>=0.987. Furthermore, over a
larger range (0-20 umol/L) the correlation remained consistent with slope = 1.06 and
r’=0.997. We further demonstrated that carryover has no effect in the assay.
Conclusion: The modified Syva EMIT assay for MTX was successful at measuring
concentrations down to 0.05 umol/L with acceptable precision and can be used
in clinical practice for monitoring methotrexate therapy. This assay can provide
clinically-required sensitivity on a bench top immunoassay instrument attractive to
many clinical laboratories.
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Falsely Elevated Immunosuppressant Concentrations: Reversible
Adsorption to a Variety of Central Venous Catheters

C. Hacker, W. Steimer. Klinikum rechts der Isar, TU Miinchen, Munich,
Germany,

Background: Reversible adsorption to intravenous catheter systems has been reported
to cause erratic high concentrations of immunosuppressants (1). We systematically
examined some of the most widely used central venous catheter systems (CVC) in
Europe and the USA.

Methods: We tested 4 types of catheters, 2 made from polyurethane: Arrow-Howes
TM “Quad-Lumen Central Venous Catheterization Set” (n=4) and Intra “Trilucath”
(n=3). One type of catheter was coated with a silver ion-based antimicrobial agent:
Vygon “Multicath Expert 4 lumen” (n=3). The last type was made from silicone:
Vygon “Lifecath Apharesis Plus” (n=3). Either 2mg of Tacrolimus (TAC, n=7) in
50 mL (40pg/ml) over 22h or 250mg of Cyclosporin A (CsA; n=6) in 100mL NaCl
(2,5mg/ml) over 6h were infused into one of the lumina. After rinsing the lumina with
increasing volumes of NaCl (0.9%), we repeatedly mimicked sampling blood with
Fresh Frozen Plasma (FFP) discarding the first 6mL as performed in clinical practice.

Results: For all materials significant evidence of adsorption was shown for TAC
(n=7, p=0.016) and CsA (n=6, p=0.031, Wilcoxon signed rank test). Immediately
after infusing the drugs and discarding 6mL of FFP, median concentrations of
152 ng/mL (range:25-447 ng/ml) of TAC and 6290 ng/mL (range:2360-10400 ng/
ml) of CsA respectively were measured via LCMS (usual reference ranges: 4-11
ng/ml for TAC and 75-325 ng/ml for CsA). After rinsing with 10mL of NaCl and
discarding another 6mL of FFP, the median concentrations were lowered to 44 ng/
mL (range: 11-200 ng/ml) of TAC and 108 ng/mL (range: 102-620 ng/mL) of CsA.
Further rinsing with NaCl led to a further reduction of concentration. However, even
extensive rinsing with volumes as much as 24.01L still produced concentrations of
up to 5.9 ng/mL of TAC. When cross contamination between the catheter outlets was
strictly avoided, adsorption of the drugs was only observed for the lumen utilized
for immunosuppressant infusion. Higher drug levels for TAC and CsA were found
for silicone compared to polyurethane and silver throughout the entire experiment
(TAC: t-test: p-mean=0.064, p-range 0.000-0.426, CsA: t-test: p-mean=0.017, p-range
0.000-0.079). At 37°C, higher drug concentrations were measured as compared to
room temperature.

Conclusion: TAC and CsA reversibly adsorb to all CVCs tested and lead to falsely
elevated drug concentrations. Raised levels can be demonstrated even after extensive
rinsing. This indicates that catheter lumina used for immunosuppressant infusion
should be permanently avoided for blood sampling. The clinical practice of discarding
a limited volume of blood prior to blood sampling from a CVC line is insufficient.
In clinical practice slightly elevated concentrations (e.g. after rinsing) may result in
dose reduction and insufficient immunosuppression. This may be more dangerous for
patients than erratic toxic concentrations which usually result in further investigation.
We recommend venipuncture in order to obtain correct blood samples. If other lumina
of the CVC are to be used for blood sampling, avoidance of lines previously used for
infusion has to be ensured long term. Schneider H, Menzel H, Steimer W. Falsely
elevated levels of tacrolimus or intoxication or both?, Clinical Chemistry, 53(6):
A101-A101 B-154 Suppl. S JUN 2007

Measuring Ethyl Glucuronide in Human Urine in Order to Determine
the Effects of the UGT1A1*28 and UGT2B7%*2 Polymorphisms

M. Petrie, A. Smith, A. Wu, K. Lynch. University of California-San
Francisco, San Francisco, CA,

Background: Ethyl glucuronide is a minor metabolite of ethanol which has been
utilized as a marker to monitor ethanol abuse. It is superior to measuring ethanol itself
since ethyl glucuronide can be detected in urine for up to 5 days, while ethanol can
only be detected for approximately 12-18 hours. However, there is much debate over
the use of this test because of recent studies demonstrating that incidental exposure
to products containing small amounts of ethanol can led to false positives depending
on the cutoff utilized. In addition, the principal enzymes that catalyze the formation
of ethyl glucuronide from ethanol, UGT1A1 and UGT2B7, are highly polymorphic
and mutations in these genes such as the UGT1A1*28 and UGT2B7*2 have been
demonstrated to affect enzyme activity. These polymorphisms are common in
the human genome but it is unclear whether their presence will significantly alter
ethanol metabolism in humans. If the *28 and *2 alleles do significantly affect the
formation of ethyl glucuronide, then individuals that harbor these mutations could be
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predisposed to false positives or false negatives when measuring ethyl glucuronide.

Objective: Develop an LC-MS/MS assay to detect ethyl glucuronide in human urine.
2) Develop a PCR based method to genotype UGT1A1 (*1,*28) and UGT2B7 (*1,*2).
3) Conduct an IRB-approved controlled ethanol consumption study and measure ethyl
glucuronide formation in fifty genotyped individuals.

Methods: An assay for measuring ethyl glucuronide was developed utilizing an AB
Sciex 3200 LC-MS/MS system. Urine was diluted 1:10 in H20 with internal standard
(D5-ethyl glucuronide). Liquid chromatography was performed on an Agilent 1200
using a Waters Xterra C18 column. An isocratic elution was used (10% methanol,
90% H20). MS/MS analysis was performed using an MRM/IDA/EPI method in
negative mode. Genotyping was performed on a BD Max thermocycler for UGT1A1
and an Abbott M2000rt thermocycler for UGT2B7. Ethanol consumption studies were
performed at the General Clinical Research Center at San Francisco General Hospital.
Urine collections were taken at predetermined time points for 36 hours. Total area-
under-the-curve was used to calculate ethyl glucuronide formation.

Results: We developed an LC-MS/MS assay to measure ethyl glucuronide in human
urine. The assay was linear from 0.1 ug/mL to 100 ug/mL with a LLOQ (S/N of
20:1) of 0.25 ug/mL and a LLOD (S/N 5:1) of .05 ug/mL. Between-run precision
at the low calibrator (2.5 ug/mL) and high calibrator (75 ug/mL) was 5% and 7%
respectively. The between run accuracy at the low calibrator (2.5 ug/mL) and high
calibrator (75 ug/mL) was 6% and 8% respectively. We conducted controlled ethanol
consumption studies on five genotyped individuals. Ethyl glucuronide concentrations
were measured at seven time points over a thirty-six hour period. The average Cmax
was 52 ug/mL with an average time to peak of 4.65 hours.

Conclusion: Ongoing efforts to increase our sample population to 50 individuals,
which have been grouped as ultra, extensive, moderate, or poor metabolizers based
on their genotypes, will allow us to determine whether the *2 and *28 polymorphisms
in the UGT1AI and UGT2B7 genes significantly affect ethyl glucuronide formation
in humans.

Positive Propylene Glycol in a Patient with Ethylene Glycol Toxicity
R. W. Stone, Y. Zhu. Medical University of South Carolina, Charleston, SC,

Background: Both ethylene glycol and propylene glycol can be used as antifreeze.
Propylene glycol is also used as a solvent in many intravenous, oral, and topical
pharmaceutical preparations. Ingestion of ethylene glycol or propylene glycol can
cause increased serum osmolality and anion gap acidosis, but ethylene glycol is
much more toxic than propylene glycol. However, large doses of propylene glycol
can be toxic; particularly when it is given over a short period of time. It is clinically
important to differentiate these two compounds if glycol poisoning is suspected. We
report an interesting case in which the patient initially presented with ethylene glycol
poisoning, but later showed a high level of propylene glycol. The objective of this
study is to identify the origin of propylene glycol.

Methods: The patient was a 61 years old African American female who presented
to an outside hospital after being found unconscious with an overdose of unknown
etiology. Upon arrival to our hospital, the patient was in respiratory failure with
evidence of an increased anion gap metabolic acidosis, increased serum osmolal gap,
and negative volatiles. Ethylene glycol and propylene glycol in the patient’s serum
were simultaneously analyzed with a laboratory developed capillary column gas
chromatography assay when the patient was admitted. Then the patient was treated
with emergent hemodialysis followed by continuous veno-venous hemofiltration
and fomepizole. The patient also received phenytoin and a high dose of lorazepam
overnight for a witnessed seizure. Ethylene glycol and propylene glycol were
subsequently measured 13 hours and 38 hours later.

Results: Upon arrival to the hospital, gas chromatography revealed ethylene glycol
to be significantly elevated at 22 mg/dL and propylene glycol was negative. Thirteen
hours later, the ethylene glycol level was undetectable. However, a new peak identified
as propylene glycol was at a level of 27 mg/dL. The medication list review revealed
that the patient had been given phenytoin and a high dose lorazepam drip which
contain propylene glycol at 40% (v/v) and 80% (v/v), respectively. The lorazepam
drip was discontinued and the following day the propylene glycol level decreased to
13 mg/dL and ethylene glycol was still undetectable.

Conclusion: The positive propylene glycol in this patient is caused by medications
containing this compound. This case study supports the notion that propylene glycol
accumulation is a relatively common phenomenon that is becoming increasingly
recognized in the intensive care unit setting. Furthermore, it highlights the importance
of identifying and reporting this potentially harmful compound whenever glycols
analysis is performed.
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Simultaneous determination of 8 pesticides in plasma using GC/MS
with solid phase extraction

Y. Zou!, J. Tang', Y. Shi?, Y. Bai', B. Yang', L. Wang'. 'Department

of Laboratory Medicine, West China Hospital of Sichuan University,
Chengdu, China, *Division of Nephrology , Department of Medicine, West
China Hospital , Sichuan University, Chengdu, China,

Objective: To develop a safe and sensitive the method of gas chromatography mass
spectrometry(GC-MS) using solid phase extraction to simultaneously determine 8
pesticides(including Methamidophos,Acephate,Dimethoate,Parathion methyl,Malath
ion,Parathion,Fenvalerate, and Decamethrin) in human plasma.

Methods 1mL pH6.0 phosphate buffer was added into ImL plasma sample containing
8 pesticides. The mixture was processed in ultrasonic oscillator for 5 minutes and
then centrifuged at 2500 rpm for 5 minutes. The supernatant was transferred to
Oasis HLB(3cc/60mg) cartridges for solid-phase extraction and then eluted by 2ml
of dichloromethane. The eluent was vaporized at 40°C to dryness, the residue was
dissolved in 200 uL of dichloromethane, then the 8 pesticides were identified and
quantified by GC-MS with selected ion monitoring ( SIM) mode.

Results The good linearity of the method was ranged from 10 ng/L to 1000ng/L(for
all the pesticides, r>0.9932); The intra-assay and inter-assay variations were lower
than 9.58% and 8.86%, respectively. The overall accuracy of this method was 90.1%
to 112.4% and the lower limit of detection was 2ng/L.

Conclusions This method can sensitively, accurately, simply and rapidly detect 8
pesticides in plasma, and would be useful for the diagnosis, treatment and monitoring
of pesticides intoxication.

Table 1 Tons monitored in the analysis of 8 pesticides

Retention Qualitative Quantitative
(min) ions ion

Methamidophos 447 94,141, 64 94
Acephate 603 136,94, 95 136
Dimethoate 8.45 87,125 87

Parathionm ethyl 99 125,109,263 125
Malathion 1056 127,173,125 127
Parathion 108 109,291,127 109
Fenvalerate 1825 125,167,225 125

8 Decam ethrin 1913 181,253,255 181

CEDIA Cyclosporine Applications for the Ortho Clinical Diagnostics
VITROS Systems

J. R. Murakami. Thermo Fisher Scientific, Fremont, CA,

No Pesticide
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Background. Cyclosporine is a cyclic undecapeptide with potent immunosuppressive
function in reducing the incidence of tissue rejection following organ transplantation.
Cyclosporine therapy has optimum safety and efficacy over a narrow range of
concentration. It is essential for monitor cyclosporine in organ transplantation
to achieve optimal immunosuppressive effects on patients. The Ortho Clinical
Diagnostics VITROS™ 5600 Integrated System and VITROS™ 5,1 FS Chemistry
System are new applications for the CEDIA Cyclosporine Assay. The CEDIA
Cyclosporine assay uses the bacterial enzyme -Galactosidase that has been genetically
engineered into two fragments. The assay is based on the competition of cyclosporine
in the sample with cyclosporine conjugated to the Enzyme Donor (ED) fragment of
-Galactosidase for antibody binding sites. In the presence of cyclosporine, the drug
binds to the antibody, leaving the ED fragment free to form active enzyme with the
Enzyme Acceptor (EA) fragment. In the absence of cyclosporine, the antibody binds
to cyclosporine conjugated on the ED fragment, inhibiting the re-association of EA
and ED. The amount of active enzyme formed and resultant absorbance change are
directly proportional to the amount of drug present in the sample.

Methods. The performance of the CEDIA Cyclosporine application on the VITROS
5600 and 5,1 FS Systems was determined for precision, linearity and accuracy against
the Hitachi 911 System. Two assay ranges were developed, a Low Range of 25 to 450
ng/mL and a High Range of 450 to 2000 ng/mL

Results. Tests for within-run and total precision (N=80 per level) were run over 20
days. Within run CVs were 7.0, 1.3, 1.1, 1., and 1.7% and total CVs were 9.7, 2.8, 2.5,
3.2 and 3.8% at 49, 188, 302, 793 and 1602 ng/mL on the VITROS 5600 Integrated
System. Within run CVs were 9.4, 2.5, 1.3, 2.4 and 1.6% and total CVs were 13.0,
3.9,3.2,4.3 and 4.5% at 52, 201, 323, 816 and 1649 ng/mL on the VITROS 5,1 FS
Chemistry System. Linearity was good across the reportable range of 25 ng/mL to 450
ng/mL for the low assay and 450 to 2000 ng/mL for the high range assay. Agreement
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with the predicate Hitachi 911(also running the CEDIA Tacrolimus Assay) was good
using patient samples spanning the reportable range:

Low Range assay

VITROS 5600 = 1.07 (Hitachi 911) + 3.8 with a correlation coefficient of 0.994
VITROS 5,1 FS = 1.08 (Hitachi 911) - 1.4 with a correlation coefficient of 0.995
High Range assay

VITROS 5600 = 1.05 (Hitachi 911) + 26 with a correlation coefficient of 0.995
VITROS 5,1 FS = 1.05 (Hitachi 911) +28 with a correlation coefficient of 0.996

Conclusions: We conclude that the performance of the CEDIA Cyclosporine Assay
on the VITROS 5600 Integrated System and the VITROS 5,1 FS Chemistry System
warrants their introduction in clinical practice.

Development and Validation of Voriconazole Serum level Using Ultra
Performance Liquid Chromatography (UPLC)

E. K. Sugawara, S. S. Nakashima, A. Caschera, J. Pasternak, C. E.
Ferreira. Hospital Israelita Albert Einstein, Sao Paulo, Brazil,

Background: The determination of serum levels of voriconazole (VRCZ) is of
essential importance for the treatment of fungal infections caused by Aspergillus ssp
and other emerging filamentous fungi . The risk of toxicity for this drug is increased
in patients with hepatic and / or renal failure.

Methods: For the control of serum VRCZ a quantification method was developed
directly using Ultra Performance Liquid Chromatography (UPLC) in samples from
patients taking the medication . We used a Hewlett-Packard model HP1290 Infinity®,
Zorbax Eclipse Plus C18® column (2.1 x 50 mm, 1.8 um) obtained from Agilent and
a mobile phase consisting of water: acetonitrile (63:37, v/ v) with flow of 0.450 ml /
min. The determination of VRCZ occurred at 256 nm and had retention time of 1.20
min and total analysis time of 3.50 min. We used standards purchased from Sigma-
Aldrich and the pooled serum-free VRCZ was used to perform the calibration curve.
One aliquot of 0.50 ml of serum with added 0.20 ml of sodium hydroxide (0.1 M) was
extracted with 2.5 ml of ether p.a. (Merck) under stirring on a vortex mixer for one
minute. The ether layer was separated under centrifugation at 4000 rpm for 5 min at
15 ° C. The extracts were subjected to evaporation under a flow of N, in dry bath at 50
° C. The residues were reconstituted with 100l of mobile phase.

Results: The linearity was observed (12 = 0.99968) in the concentration range expected. In
this study samples were used VRCZ added between 0.25 to 10.00 pg/ml and evaluated in
quintuplicate. From these results it was determined the limit of quantification (LQ), which
was defined as the lowest concentration and doesn’t exceed 20%. The concentration was
determined of 0.10 pg/ml as limit of detection (LOD) by the results obtained. The method
was effective, efficient and sensitive with linearity in the concentration range studied. The
intra-assay and inter-assay average accuracy was 102.8% and 103.3% respectively. The
average intra-assay coefficient of variation (CV) was 2.17% and 3.55% was inter-assay.
The extraction recovery was 82.7%. For the specificity test we used Fluconazole and
Busulfan. No interference was observed.

Conclusion: Considering the robustness coupled with the efficiency and selectivity
of UPLC, this assay can be used for measuring VRCZ aiming to control serum level
for attaining therapeutic levels or prevent toxicity. The method was fast and efficient.
The use of ether as solvent extraction ensures simplicity and low cost to carry out
this analysis by UPLC and can be used in routine clinical laboratory use, specially in
hospitals that care for immune compromised patients.

Evaluation of ARK Diagnostics Inmunoassays for Gabapentin,
Lamotrigine, Levetiracetam, Topiramate, and Zonisamide on the
Beckman AU400e Chemistry Analyzer

K. L. Johnson-Davis', J. M. Juenke?, J. P. McGraw?, K. A. Miller?, M. A.
Ford? B. L. Anderson? K. A. Wienhoff?, G. A. McMillin'. 'University of
Utah, Salt Lake City, UT, >ARUP Institute for Clinical and Experimental
Pathology, Salt Lake City, UT,

Therapeutic drug monitoring for antiepileptic drugs is important to optimize dose for
efficacy, assess toxicity and drug-drug interactions, and to monitor patient compliance.
Objective: The performance of Gabapentin, Lamotrigine, Levetiracetam, Topiramate,
and Zonisamide immunoassays obtained from ARK Diagnostics were evaluated
with an open-channel automated chemistry analyzer. Methodology: The five assays
studied (homogeneous enzyme immunoassays) were designed for the quantification
of antiepileptic drugs in human serum or plasma. The assays were performed using
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a Beckman AU400e instrument. Assay precision, accuracy, analytical measurement
range, and method comparison studies were conducted using samples prepared at
known concentrations, quality control materials, and patient specimens. Results were
compared to previously validated immunoassays (TDx) or LC-MS/MS. Results:
Assay performance was consistent with manufacture claims and clinical needs for all
five assays. Method validation results are summarized in the table.

Conclusions: ARK Diagnostics antiepileptic drug assays can be performed with the
Beckman AU400e to support therapeutic drug monitoring needs and are comparable
to chromatographic methods.

Method Validation Results
Concentrations
(ug/mL)

Gabapentin ~ |Lamotrigine  |Levetiracetam Topiramate Zonisamide
Analytical
Measurement 1.5-40.0 1.0 - 40.0 5.0-100.0 2.0-60.0 2.5-80.0
Range
Mean=2.5 Mean=2.1 Mean=7.4 Mean=2.4 B o
(100%) (105%) (98.7%) (96.0%) yfi?;f? (100%)
%CV=8.1 %CV=5.9 %CV=3.5 %CV=6.5 N=5
IN=5 IN=5 IN=5 IN=5
Accuracy (% of  |Mean=8.1 Mean=11.1  [Mean=29.2 Mean=10.2 Mean=23.6
Target) (1013%)  |(92.5%) (97.3%) (102.0%) (94.4%)
Total Imprecision |%CV=4.0 %CV=3.6 %CV=3.1 %CV=3.8 %CV=4.8
(%CV)4 days IN=5 IN=5 IN=5 IN=5 IN=5
Mean=25.3  [Mean=23.0  |Mean=75.6 Mean=40.3 Mean=51.4
(1012%)  |(92.0%) (100.8%) (100.8%) (102.8%)
%CV=2.7 %CV=1.5 %CV=3.6 %CV=3.8 %CV=2.1
N=5 N=5 IN=5 N=5 N=5
Slope=101 |22~ |Slope=1.0897 [Slope=1.0005  [Slope = 10187
0.9798
r=0.9987 r=0.9933 r=0.9947 r=0.9869 r=0.9873
Method y-intercept = |y-intercept = |y-intercept = y-intercept = y-intercept =
Comparison 0.2440 -0.2285 0.1649 0.5808 -1.830
Method: LC- |Method: LC-  [Method: ~ LC- :I;‘:l‘:’iwy_ me;h:’:‘;assay_
MS/MS MS/MS MS/MS TDx TDx
N =45 N =29 N=93 N=21 IN =22

Improved Method for Abbott ARCHITECT Tacrolimus Sample
Pretreatment

G. T. Maine!, D. M. Levine?, S. Amann?, T. S. Parker?. ‘Abbott
Laboratories, Abbott Park, IL, °The Rogosin Institute, New York, NY,

Background: Sample pretreatment is required to extract tacrolimus from whole blood
to release tacrolimus and remove interfering substances. The aim of this study was
to evaluate the performance of the ARCHITECT Tacrolimus assay using a modified
batch sample pretreatment procedure with a novel test tube rack system.

Methods: Sample pretreatment with extraction buffer was performed in batch mode
using microcentrifuge extraction tubes and a novel test tube rack system. This system
ensures linkage of the extraction tubes to the primary patient sample tubes through a
Locked Sample Identity System (LSIS) to prevent confusion of patient samples during
processing. The LSIS safeguards sample identity as the extraction tubes remain in the
test tube racks during the entire sample pipetting, vortex and centrifugation steps,
thus minimizing technician error. Passing-Bablok statistics and the CLST EP9-A2 and
EP10-A3 guidelines were used for analysis of data.

Results: ARCHITECT Tacrolimus assay imprecision was evaluated using three multi-
constituent controls. The total %CVs were 4.8% at 5 ng/mL, 3.4% at 10.6 ng/mL, and
4.3% at 21.5 ng/mL. The functional sensitivity (20%CV) of the ARCHITECT assay
was 0.6 ng/mL (upper 95% CI). A total of 100 samples from renal allograft recipients
were tested during method comparison studies with the current extraction method
with the following Results: Spearman r = 0.99, y = 1.05x - 0.17 and an average bias
0of 0.36 ng/mL.

Conclusion: The performance of the ARCHITECT Tacrolimus assay with the batch
method for sample pretreatment and LSIS was comparable to the current method with
improved laboratory workflow.
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Development and validation of a simplified method for determining
azathioprine metabolites using HPLC (UV-Vis) and determination of
their values in a population of renal transplant recipients

M. Pacheco-Neto', A. S. Fortini', N. M. Sumita', M. E. Mendes', A. J. S.
Duarte', P. R. Chocair', W. C. Nahas', L. H. L. Torres?, A. N. L. Alves'.
!Clinics Hospital. Medical School University of Sao Paulo, Sao Paulo,
Brazil, *Toxicology Department. Faculty of Pharmaceutical Sciences.
University of Sao Paulo, Sao Paulo, Brazil,

Background Azathioprine (AZA) is a immunosuppressant with broad clinical use
in autoimmune pathologies and against rejection in organ transplant. AZA has a
complex metabolism that is not fully understood. Three enzyme systems compete to
metabolize 6-MP: xanthine oxidase (XO), thiopurine methyltransferase (TPMT) and
hypoxanthine phosphoribosyl transferase (HPRT). The reaction of 6-MP to 6-thiouric
acid (6-TU) and 6-methylmercaptopurine (6-MMP) are catabolic routes. TPMT
exhibits codominant genetic polymorphism and the distribution of these variant
alleles differs significantly among populations. High TPMT activity probably causes
diminished production of 6-TGN and worse transplantation outcome.

Our objective was develop and validate a simplified analytical methodology for
determining of azathioprine metabolites 6-TGN and 6-MMP using high performance
liquid chromatography with an ultraviolet-visible detector (HPLC UV-Vis) and
determinate the values of these metabolites in a population of renal transplant
recipients.

Methods To adequate the process to legislation Clinical and Laboratory Standards
Institute guidelines was followed. The method was validated for linearity, selectivity,
specificity, recovery, repeatability and reproducibility.

Washed erythrocytes (400 pL) were transferred to a tube and 100 pL of 3 mg/mL DTT
solution was added. The totality was deproteinized by 100 pL of 70% perchloric acid
and centrifuged. The supernatants were removed and then heated for 45 min at 100
°C. After cooling to room temperature and filtration 100 pL aliquot was injected and
separation was performed on a reversed-phase column, mobile phase A was potassium
phosphate and mobile phase B was methanol. Detection of 6-TGN and 6-MMP was
performed at 342 nm (UV-Vis).

Approval was obtained from the Commission of Ethics for Analysis of Research
Projects and patients provided free informed consent. Blood samples

were collected from 124 stable renal transplant recipients at the outpatient unit of the
Nephrology Service at the Clinics Hospital (Sao Paulo, Brazil).

Results Assay linearity for 6-TGN ranged from 0.30 to 89.71 pumol/L and from 0.30
to 93.86 pmol/L for 6-MMP. Repeatability CV were 3.50, 5.06, 1.09 and 0.04, 0.35,
1.58%, while reproducibility CV were 8.65, 7.18, 8.44 and 12.73, 6.40, 4.88% for
6-TGN and 6-MMP, respectively.

6-TGN and 6-MMP patient analysis values ranged from non detectable to 1569
pmol/8 x 10° RBC (median of 200.50) and non detectable to 113057 pmol/8 x 10*
RBC (median of 5166), respectively.

Conclusion The method proposed is specific and selective. The gradient elution
mode was optimal to elute 6-TGN and separate 6-MMP from DTT. Determination
of the concentrations of both metabolites at a single wavelength 342 nm (UV-Vis)
permitted the analysis using an equipment with a simple UV-Vis detector, avoiding the
use of a photodiode array detector (PDA) to analyze both metabolites in a single run.
The results of patients are in agreement with others studies, thus certifying the
usefulness of this analytical tool in monitoring of patients taking AZA. Is important
to note that 29% of patients had no quantifiable levels of 6-TGN and probably worse
transplantation outcome.

Modeling and simulation of positive and negative interference in a
two-stage immunoassay

E.R. Lewin, L. J. McCloskey, D. F. Stickle. Jefferson University
Hospitals, Philadelphia, PA,

Background: The potential for either positive or negative interference by a single
interferent in certain immunoassay designs is well-known, as has been known to occur
for some two-stage digoxin assays. The phenomenon is attributed to the difference in
off-rates for different antibody (receptor) ligands: after initial incubation (first stage),
receptor occupancy by different ligands can change unequally during a wash step
prior to the second stage measurement of unoccupied receptors, such that different
combinations of analyte vs. interferent concentrations can produce either positive
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or negative assay interference. We are not aware, however, of a formal presentation
or analysis of the underlying kinetic mass balance model equations for such assay
conditions. Our objective was to document an analytical model solution for such a
two-stage assay in the presence of a second unintended ligand (interferent), and to
demonstrate conditions (relative concentrations, receptor affinities of analyte and
interferent, and wash times) in which negative and positive interference may be
observed in model simulations.

Methods: Receptor occupancy states were modeled as probabilities (0 to 1; sum
of states=1) of being bound to the intended analyte (A), unbound (C), or bound to
unintended interferent (B) according to reversible binding: A«<>C«B. In the first stage,
kinetics of state transitions in presence of analyte and interferent concentrations [a]
and [b], respectively, are given by: dA/dt=k1[a]C-k2A, dB/dt=k3[b]C-k4B, dC/dt=-
(dA/dt+dB/dt), where k2/k1 is the ligand-receptor dissociation constant for a (Ka),
and k4/k3 is the ligand-receptor dissociation constant for b (Kb), and where initial
conditions were A(0)=B(0)=0, C(0)=1. In the second stage (wash step, [a]=[b]=0),
state transitions are given by dA/dt=-k2A, dB/dt=-k4B, dC/dt=-(dA/dt+dB/dt), with
initial conditions given by results of the first stage incubation. Analytical solutions
were obtained for each of the above differential equations. Simulated assay results
were obtained for conditions of variation of dimensionless parameters [b]/Kb, Kb/Ka
and wash time w/k2, with assumption that Kb/Ka corresponds to the ratio k4/k2 (that
is, that differing receptor affinities of ligand and interferent reflect differing off-rate
constants). Interference was evaluated by results for C([«]) in the presence of a given
[b] compared to a standard curve for C([a]) when [5]=0.

Results: Only positive interference is observed for (Kb/Ka)<l1. For (Kb/Ka)>1, both
positive and negative interference may be observed depending on combinations of
[b)/Kb, Kb/Ka and w/k2. For example, with first-stage incubation to steady-state
(A=[a]/Ka/d, B=[b])/Kb/d, where d = (1+[a]/Ka+[b]/Kb)), followed by wash stage
of duration w=0.1/k2, the conditions of Kb/Ka = 20 and [b]/Kb = 0.2 produce
interferences ranging from +10% to -15% across the measurement range of [«]. This
is simply one example of model simulation results that are parallel in pattern and
scale to those that have been observed experimentally for interferences observed in
two-stage digoxin assays.

Conclusions: Kinetic mass balance model simulations for a two-stage immunoassay
can demonstrate positive and negative interference, and can demonstrate extents to
which negative and positive assay interference by a single interferent can occur under
various conditions of relative concentrations of analyte and interferent.

Interference of Prescriptive and Over-the-Counter Medications with
DAU Immunoassays on the Vitros 5600

C. Hammett-Stabler, L. Bender, S. Cotten. University of North Carolina -
Chapel Hill, Chapel Hill, NC,

Background: Clinical laboratories favor immunoassay-based methods to screen
for drugs of abuse in urine (DAU). These methods can be adapted to existing
instrumentation and facilitate achievement of turn-around-times desired by the
emergency department and the pain management clinics. To be useful in these
settings, assays for the amphetamine, benzodiazepine, barbiturate, and opiate
classes should cross-react with a number of drugs within the given class of agents.
Unfortunately, this often leads to one of the major limitations of these assays, i.e.,
undesired cross-reactivity with other, unrelated drugs. The false-positive results that
follow confound the use of these assays when the need for rapid response does not
allow for confirmatory testing. Our laboratory monitors urine drug screening results
which do not confirm using LC/MS so that we can investigate the cross-reactivity of
medications determined to be common to such samples. Buprenorphine, tapentadol,
tramadol, cyclobenzaprine, meprobamate, dextromethorphan, and carisoprodol were
common to multiple unconfirmed samples for several DAU screening immunoassays.
Of these compounds, only dextromethorphan was reported to cross-react with the
methadone and opiate assays.

Methods: Solutions of the aforementioned drugs, and when possible metabolites (all
from Cerriliant Inc), were prepared by adding the compounds individually to drug
free urine to obtain final concentrations of 10,000 or 100,000 ng/mL. Each solution
was tested for cross-reactivity with the amphetamines, barbiturates, benzodiazepines,
cannabinoids, cocaine, methadone, opiates (all Ortho-Clinical Diagnostics), and
propoxyphene (Siemens Healthcare Diagnostics, Inc) assays on the Vitros 5600
(Ortho-Clinical Diagnostics). Cross-reactivity was calculated as a percentage of the
response observed for the unrelated drug compared to the designated cut-off of the
assay.

Results: The broadest spectrum of cross-reactivity was observed between these
compounds and the propoxyphene assay with the least cross-reactivity observed for
norbuprenorphend (5%) and the greatest for cyclobenzaprine (81%). Tapentadol,
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desmethyltapentadol, n-desmethyltramadol, and dextromethorphan were also
detected using the propoxyphene assay at 10-20%. Cyclobenzaprine cross-reacted
with both the opiate (43%) and methadone (55%) assays, as did dextromethorphan
(60 and 21%, respectively). The tapentadol metabolites, desmethyltapentadol and
tapentadol sulfate, exhibited cross-reactivity with the amphetamine, opiate, and
methadone assays (20-30% each).

Conclusions: With one exception (meprobamate), each of the drugs, or a related
metabolite, demonstrated some degree of cross-reactivity with at least one DAU
screening immunoassay. Recently introduced and used in pain management, the
cross-reactivity of tapentadol with the opiate assay could be desirable; however, the
potential of the drug and its metabolites to cause positive screening results with the
amphetamines, methadone, and propoxyphene assays is concerning. As the drug gains
use in pain management, clinical laboratories must be aware of the potential cross-
reaction with the various assays. These studies have proven useful in our laboratory’s
handling of inquiries regarding screening results using the Vitros 5600’s when these
results did not confirm. We caution that our data cannot be universally applied to other
DAU immunoassay systems (or with future generations of these reagents) as it is
likely that different cross-reactivity will be observed.
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Identification of Host Transcriptomic Differences between Black and
‘White Individuals with Community Acquired Pneumonia and Severe
Sepsis

O. M. Peck-Palmer!, S. Yende?, C. Song’, F. B. Mayr?, L. A. Weissfeld?,
G. C. Tseng®, D. C. Angus®. 'Departments of Pathology & Critical Care
Medicine, University of Pittsburgh School of Medicine, Pittsburgh, PA,
’Department of Critical Care Medicine, University of Pittsburgh School
of Medicine, Pittsburgh, PA, *Department of Biostatistics, University of
Pittsburgh, Pittsburgh, PA,

Background: Severe sepsis, an aberrant systemic host response to infection, is
responsible for ~250,000 American deaths, annually. Not only is severe sepsis
a major public health issue, but the incidence is disproportionally higher in black
Americans compared to white and Hispanic Americans. We have previously reported
that the disparate incidence of severe sepsis persists after adjusting for social and
healthcare delivery factors, raising the possibility that there are underlying differences
in the biologic response. However, the role that biology plays in potentiating racial
disparity in infection and sepsis is a poorly understood ongoing controversial debate.
Understanding how individuals of differing ancestry respond to infection is key in
developing appropriate therapeutic interventions. The aim of this study was to test the
hypothesis that host transcriptomic responses to infection differ across racial groups.

Methods: Racial differences in response to infection may involve the interaction of
multiple gene products, so we used a genome-wide mRNA expression platform to
identify genes underlying these differences. mRNA was extracted from whole blood
samples (n=46) obtained from self-identified black (n=23) and white (n=23) subjects
who were enrolled in the Genetic and Inflammatory Markers of Sepsis (GenIMS)
study. GenIMS is a large prospective observational cohort study (N=2,320) of subjects
with community-acquired pneumonia aged 18 to 70. These subjects represent a
clinically relevant model because CAP is the most common cause of sepsis. Since
blacks in GenIMS who were hospitalized with infection have a different clinical
profile compared to whites.We conducted a nested case-control study within the
prospective cohort study, GenIMS. Controls (whites) were matched to cases (blacks)
using a propensity model that included baseline sociodemographic and clinical
characteristics. All subjects had CAP. Each patient sample was analyzed twice using
the Illumina Human RefSeq8 Expression BeadChips®, which target approximately
24,500 well-annotated transcripts per sample. The expression array raw data was
analyzed using RMAExpress and BRB array tools to perform normalization, probe
analysis, quality assessment and data preprocessing. To identify transcriptomic
differences, we used the R and Significance Analysis of Microarrays (‘samr” package)
pair analysis.

Results: After adjusting for false discovery (FDR<0.05), 21 transcriptomic
differences were detected between blacks and whites. Seven genes were up-regulated
and 14 genes were down-regulated in blacks compared to whites. These genes are
involved in transcription, RNA binding and zinc/ iron homeostasis. Pathway analysis
identified 6 pathways that were differentially expressed between blacks and whites
(identified using pathway data [MSigDB] from Gene Set Enrichment Analysis).
These pathways are mostly associated with G-protein, zinc transport, transcriptional
regulation, inflammation, and apoptosis signaling. Regardless of race, 11 genes
were differentially expressed between individuals with severe sepsis and individuals
without severe sepsis (FDR <0.20;unpaired SAM).

Conclusion: Our preliminary data suggest that in the setting of CAP and severe
sepsis, host transcriptomic responses to infection are different among self-identified
black and white individuals. Further investigation is warranted in a larger cohort of
subjects to validate the functional importance of the identified genes as potential
biomarkers of susceptibility to infection and sepsis. Developing population-based
molecular ‘signatures’ may be a simplistic first step to personalized medicine.

B-57

Prevalence and Characterisation of Integrons among Antibiotic
resistant Gram-negative Pathogens

G. Gyamfi-Brobbey, G. Gyamfi-Brobbey. University of Westminster,
London, United Kingdom,

Background: The multidrug resistant Gram-negative obligate acrobe Acinetobacter
baumannii is a major health hazard with increased morbidity and mortality among
intensive care and burns units’ patients. Recent association of 4. baumannii with
injured civilian and military expatriates involved in the Afghanistan and Iraq conflicts
has raised concerns for immediate attention as far as treatment strategies are concerned.
The epidemic behaviour and multiple antibiotic resistance of A. baumannii have been
linked with the carriage and expression of mobile genetic elements called integrons.
Integrons assemble antibiotic resistant genes from the environment, integrate them by
site-specific recombination into the genome of their host bacteria and express them.
In this study two classes (class 1 and 2) of integrons were characterized to determine
their resistant patterns both phenotypically and genotypically.

Methods: 17 clinical strains of Acinetobacter baumannii and 4 control strains of E.
coli designated as NCTC 10418, 8/CTX, 9/TEM10 and 10/TEM3 were investigated
using British Society of Antimicrobial Chemotherapy (BSAC) guidelines. Pure
colonies of the bacterial strains were subcultured in LB broth and the DNA extracted
using Qiagen Blood and Tissue Kit and also by boil extraction. Six different sets
of primers (IDT® Oligonucleotide DNA Technologies) were used to identify and
amplify specific target sequences. All PCR products were resolved by agarose (Fisher
Scientific UK Ltd, Loughborough, Leicester, UK) gel electrophoresis at 100 volts
and visualised under ultra violet light using a transilluminator. The bacterial strains
were tested against 12 antimicrobial agents. The conserved segment (CS) amplicon
was purified and sequenced using the 5°-CS primer by GATC Biotech Ltd, London,
UK. Sequences obtained were aligned using the National Center for Biotechnology
Information (NCBI) database basic local alignment search tool (BLAST).

Results: All primers except /ntl 2 and bla, ,, .. successfully amplified all the target
sequences which were present in the PCR reaction mix. Conserved segment PCR
was positive for all test strains except one strain representing 94% prevalence rate
and gave partial product length of 662bp. Multiple sequence alignment and BLAST
revealed a complete sequence length of 2217 bp for 4. baumannii (GenBank accession
number HM175868.1) with 99% identity with 4 antibiotic resistant Gram-negative
bacteria; Escherichia coli, Enterobacter cloacae, Enterobacter aerogenes and
Klebsiella pneumonia harbouring 3 antibiotic resistant genes namely: class I integron
aminoglycoside 6’-N-acetyltransferase (aacA4), chloramphenicol acetyltransferase
(catB8), and aminoglycoside 3’-adenyltransferase (aadAl). Integrase gene PCR for
the identification of class 1 integrons was positive for all strains except one strain
representing 94% of cases.

The bla,y, ,, .. gene of approximately 1062 bp was amplified in all the strains. As
expected specific primers targeted against the bla, ., . . gene intrinsic to almost all
strains of A. baumannii yielded a positive PCR result.

The antibiotic susceptibility testing including AmpC and extended-spectrum beta-
lactams was negative for all clinical strains.

Conclusion: The PCR result for Class 1 integrase gene, multiple sequence alignment
and the antibiotic susceptibility testing confirm that A. baumannii is intrinsically
resistant to most antibiotics used. Class 1 integrons were also found to be highly
predominant (94%) in antibiotic resistant strains of A. baumannii.

A Novel Monoclonal Antibody for Non-small Cell Lung Cancer and
Its Biological Characteristics

F. Wang!, S. Pan', P. Huang', T. Xu', L. Zhang', J. Xu', C. Zhao', W.
Xia!, Y. Shu?, R. Sun', L. Huang', Y. Lu!, Y. Geng!, Y. Peng!, X. Qin'.
!Department of Laboratory Medicine, The First Affiliated Hospital of
Nanjing Medical University, National Key Laboratory for Laboratory
Medicine of China, Nanjing, China, *Department of oncology, The First
Affiliated Hospital of Nanjing Medical University, Nanjing, China,

Background: Lung cancer is the leading cause of cancer death worldwide. Antibody
based immunotherapy that targets tumor antigens or cell surface markers has achieved
some success as a cancer therapy.

Methods: BALB/c mice were immunized with human lung adenocarcinoma cells
SPC-A1 and the spleen cells of the immunized mice were conventionally fused with
myeloma cells SP2/0. The positive clone, which produced McAb against SPC-Al,
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was obtained by means of indirect cell ELISA screening, and the specificity of the
MCcAD was indicated through ELISA and an indirect immunofluorescence assay. The
relative molecular mass (Mr) of the antigen recognized by the McAb was measured
by western blot and immunohistochemical analysis was performed to detect the
tissue specificity of the McAb. SPC-A1 cells were plated on a soft agar matrix and
treated with various concentrations of McAb, the colony formation efficiency and the
inhibition ratio of colonies was then calculated. The xenograft was established upon
injection of SPC-A1 cells and McAb was administered at three different doses. The
mice were monitored for tumor size. Tumors were removed and weighed three weeks
after the initiation of treatment, and tumor growth inhibition was calculated. SPC-A1
cells were cultured with or without McAb for 24 h and 48 h, then cell morphology
changes were observed and the apoptosis rates were measured by flow cytometry.

Results: We obtained a cell clone that secreted McAb specific to NSCLC. The McAb,
named NJ488-1, belongs to the IgG1 subclass and the titer of purified McAb was 1:
2x10° The McAb NJ488-1 could specifically identify human lung cancer antigen as well
as antigen located in the cytoplasm of SPC-A1. The antigen recognized by McAb NJ488-1
proved to be a protein with a Mr of 70 kDa by western blot. The immunohistochemical
staining results indicated that McAb NJ488-1 could react positively to NSCLC tissues,
but negatively or weakly to SCLC, pulmonary pseudotumor, and breast cancer tissues.
The colony formation efficiency in soft agar assay in McAb groups was reduced in a
dose-dependent manner. The McAb caused varying degrees of reduction in tumor volume
compared to control mice. In the 200 pg/mL, 400 pg/mL and 800 pug/mL McAb groups,
tumor growth inhibition was found to be 10.44%, 37.29%, and 44.04%. The difference in
average tumor weight between the 400 pg and 800 pg McAb group and the control group
(p=0.032 and p =0.015, respectively), and between the 200 pg and 800 pg McAb group
(p = 0.048) was statistically significant. McAb NJ488-1 led to obvious cyto-morphology
changes and significantly induced the apoptosis of SPC-A1 cells in a time-dependent
manner (p =0.000).

Conclusion: We successfully obtained and characterized McAb NJ488-1, which
exhibited selective reactivity to NSCLC and exhibited anti-tumor activity both in-
vitro and in-vivo. This is potentially of great value concerning immunodiagnostics
and immunotherapy of NSCLC and holds promise for further research regarding the
mechanism underlying tumor progression.

Detection of a new mutation in SRY gene in patients with disorder of
sex development using HRM with unlabelled probe

X. Song, X. Lu, Y. Ye, L. Lin, L. Wang, B. Ying, L. Zhang. Department
of Laboratory Medicine, West China Hospital of Sichuan University,
chengdu, China,

Background: Mutations in the High Mobility Group box (HMG box) are the main
SRY-associated reasons for disorder of sex development (DSD). Although direct DNA
sequencing is considered as a “gold standard” for mutation detection, the extremely labor
and time-consuming procedures involving limit its uses. High Resolution Melting (HRM)
analysis with unlabeled prove is a simple, rapid and low-cost mutation scanning method
for both known and unknown mutations. This study surveyed mutations in the HMG box
in SRY gene in patient with DSD using the same techonology.

Methods: 21 patients with DSD (15 with 46XY,DSD, 3 with 46XX,testicular
DSD and 3 with 46,XY complete gonadal dysgenesis) were enrolled in this study
at diagnosis, as well as a control group of 28 healthy males. EDTA-anticoagulated
venous blood specimens were collected from the patients and controls. DNA was
extracted using the QIAamp DNA Mini Kit (QIAGEN, Germany). Asymmetric PCR
was performed to enrich the target strand of SRY gene in the the SRY HMG-box. 4
unlabelled probes were designed to cover the whole length range of the HMG-box.
Melting curve analysis was performed on the LightCycler” 480 (Roche Diagnostics,
Germany). Meanwhile, the SRY gene was sequenced to verify the scanning results.

Results: Among 21 patients, SRY gene was positive in 19 patients, while in the
control group, SRY gene was positive in all specimens. For a patient with SRY
positive 46 XY CGD a mutation was first identified with HRM technology with
unlabelled probe and then confirmed as Lys123 Glu with sequencing. This patient is
a 17-year-old girl, with the chromosome karyotype 46XY. Her clinical manifestations
were normal female external genitalia, congenital gonadal dysgenesis and primary
amenorrhea. By retrieving HMG box-associated SRY mutations in Human Genome
mutation database, it was confirmed to be a new mutation. No mutation was detected
among the 28 SRY gene positive control specimens.

Conclusion: Using HRM with unlabelled probe, the mutation in the HMG-box of
SRY gene can be detected quickly. It is a simple, cost effective and high throughput
method for scanning genetic mutation in SRY HMG-box. There is no need for further
sequencing if no mutation was scanned by the unlabelled probe HRM technology.
Otherwise, the mutation should be verified by sequencing.
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miRNA profiling in pulmonary sarcoidosis

M. Petrek', T. Tomankova?, V. Kolek', E. Kriegova'. 'Palacky University
and Faculty Hospital Olomouc, Olomouc, Czech Republic, *Palacky
University, Olomouc, Czech Republic,

Background: Small non-coding RNAs (miRNAs) are involved in the
posttranscriptional regulation of numerous human genes, mainly via degradation
of target mRNAs. There is evidence that upregulated or downregulated miRNAs
expressions play an active role in the pathogenesis of pulmonary diseases. To
date, there is no information about the miRNA expression profile(s) in pulmonary
sarcoidosis.

Methods: We, therefore, performed screening of 380 miRNAs (TagMan® Array
Human MicroRNA A Cards v2.0) in bronchoalveolar cells (BAL) obtained from six
patients with sarcoidosis (S; chest X-ray stage 1I, disease persistence after 2 years
follow-up, non-smokers) and from six control subjects (C; normal BAL profile, non-
smokers). The expression of upregulated or downregulated miRNA identified during
the screening phase has been further investigated in a larger group of sarcoidosis
patients (n=40) and control subjects (n=12) by quantitative RT-PCR. Various
computational algorithms were applied to predict corresponding miRNA targets and
molecular pathways that may be perturbed in sarcoidosis.

Results: MiRNA profiling screening revealed several differentially expressed
miRNAs between sarcoidosis and controls. Of these, let-7¢ and miR-381 were
upregulated and miR-146a, miR-150, miR-186, miR-212, miR-222, miR-223, miR-
424 and miR-885-5p downregulated in sarcoidosis when compared to controls. To
exclude the influence of smoking on miRNA expression, all subjects enrolled into this
study were non-smokers. Investigations are ongoing to confirm expression patterns
in a larger group of patients and controls. Furthermore, we applied various computer
algorithms to predict the miRNA targets, thus to reveal candidates for experimental
validation in biological system.

Conclusion: In the screening phase, we detected ten candidate miRNAs with
deregulated expression in bronchoalveolar lavage cells obtained from patients with
pulmonary sarcoidosis when compared to control subjects. Studies in a larger patient
group, miRNA target prediction and experimental validation analyses are ongoing.

Grant support: IGA MZ CR NT/11117-6, 11049-5, IGA MZ CR NS/10267-3, PU
LF_2010_008.

Erythropoietin Promoter Gene Polymorphism Is Independently
Associated With Anemia in Patients With Type 2 Diabetes Mellitus

W. C. Lo, L. L. Pan?. 'Department of Medical Research, Yuan's General
Hospital, Kaohsiung City, Taiwan, *Department of Laboratory medicine,
Chamg Gung Memorial Hospital-Kaohsiung Medical Center, Kaohsiung
City, Taiwan,

Background: Anemia is a prevalent but often unrecognized condition in patients
with type 2 diabetes mellitus (DM). In patients with chronic kidney disease (CKD),
anemia occurs earlier and is more severe in those with DM compared to those with
non-diabetic CKD. Anemia aggravates the development and progression of both
microvascular (nephropathy, retinopathy, neuropathy) and macrovascular (ischemic
heart disease, cerebrovascular disease, peripheral vascular disease) complications of
diabetes, leading to increased hospitalization and mortality. The etiology of anemia
in diabetes may be multifactorial and includes kidney diseases, nutritional deficiency,
inflammation, drugs and hormonal changes. However, whether genetic predisposition
affects a DM patient’s risk of developing anemia has not been well explored.
Sequence variation in erythropoietin, angiotensin converting enzyme and tumor
necrosis factor-alpha are reportedly associated with the risk of diabetic retinopathy
and diabetic nephropathy. In this report, we aim to investigate the associations of
genotype variations in erythropoietin, angiotensin converting enzyme and tumor
necrosis factor-alpha with anemia in patients with type 2 DM.

Patients and Methods: We performed a cross-sectional study between April 2008
and November 2008 in 1,715 diabetic patients. Exclusion criteria are regular dialysis
or erythropoietin use, malignancy, liver cirrhosis, gastrointestinal bleeding, abnormal
mean corpuscular volume, white blood cell (WBC) or platelet count. The genomic
DNA was extracted from peripheral blood samples. Genotyping for the tumor
necrosis factor-alpha G-308A, angiotensin converting enzyme I/D and erythropoietin
polymorphism was performed using a polymerase chain reaction-restriction fragment
length polymorphism method. Single nucleotide polymorphism genotyping was
in good compliance with Hardy-Weinberg equilibrium. Statistical analysis was
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performed using SPSS software version 17.0. Results are expressed as mean +standard
deviation for normally distributed data and as median for nonparametric data. Student
t-test was used for comparison of means between two groups.

Results: Of the 1142 patients enrolled, 335 (29%) have normocytic anemia. Patients
with anemia are older, have longer duration of DM, worse renal function, more severe
albuminuria, higher systolic blood pressures (BP), lower diastolic BP, slightly lower
glycosylated hemoglobin (HbAlc) and WBC. T allele (vs. G: odds ratio [OR] 1.415,
P =0.005) and TT genotype (vs. GG: OR 5.695, P = 0.002) in the promoter region
of erythropoietin gene (rs1617640) are independently associated with increased risk
of anemia after adjusting for subject age, sex, duration of DM, WBC, HbA ¢, eGFR,
albuminuria, and BP. Insertion and deletions in angiotensin converting enzyme and
tumor necrosis factor-alpha gene polymorphisms do not have significant associations
with risks of anemia.

Conclusions: The strong independent association of this erythropoietin SNP
with anemia in DM suggests that its potential regulatory function warrants further
investigation. A better understanding about the role of erythropoietin genetic variation
in anemia will help identify patients at risk and develop innovative therapy for this
and other complications of DM.

Expressions of EBV-encoded small RNA1 and Toll-like receptor 3 in
non-resolving inflammation of rheumatoid arthritis

C. M. Chen!, C. C. Huang?, C. J. Chen?. 'Department of Laboratory
Medicine, Chang Gung Memorial Hospital-Kaohsiung Medical Center,
Kaohsiung City, Taiwan, *Department of Pathology, Chang Gung
Memorial Hospital-Kaohsiung Medical Center, Kaohsiung City, Taiwan,
*Division of Rheumatology, Allergy and Immunology, Department of
Internal Medicine, Chang Gung Memorial Hospital-Kaohsiung Medical
Center, Kaohsiung City, Taiwan,

Background: Rheumatoid arthritis (RA) is a chronic autoimmune disease
characterized with perpetuated inflammation over multiple joints, which usually
causing deformity and disability in cases without adequate treatment. To date, there
are only 30% of RA patients can get complete remission by various kinds of disease-
modifying anti-rheumatic drugs (DMARD). In previous reports pointed out a very
impressive concept that non-resolving inflammation is a major driver of many chronic
inflammatory diseases, and rheumatoid arthritis might be a typical example. They
emphasized that to cure, not to palliate rheumatoid arthritis, current anti-inflammatory
therapy might be necessary to synergize with other therapy targeting causal factors.
Recently, we carefully reviewed pathologic findings upon our patients receiving
synovectomy due to refractory synovitis in knee joint. Lots of lymphocytes and
plasma cell infiltration were abundant in their synovial tissue. As we know, plasma
cells are responsible with autoantibody (such as rheumatoid factor and anti-CCP)
and derived from B cells. B cells were well known to carry CR2 molecule, the
EBYV receptor. In pervious report pointed that EBV induces signaling from the Toll-
like receptor 3 (TLR3), which is a sensor of viral double-stranded RNA (dsRNA)
and induces type I IFN and proinflammatory cytokines. In the current study, we
investigated the relationship of EBV-encoded small RNA1, Toll-like receptor 3 and
clinic-pathological findings.

Patients and Methods: All patients (42 women and 7 man, age 38-79 years old)
were diagnosed with RA according to the American Rheumatism Association 1987
revised criteria for the classification of rheumatoid arthritis and followed up at Chang
Gung Memorial Hospital-Kaohsiung Medical Center. Though general condition got
some improvement by DMARDs, but they all suffered from a big joint disability
due to persistent joint inflammation. Therefore, joint replacement was performed.
After surgery intervention, removed synovial tissue was examined by standard HE
stain. Then, EBV-encoded small RNA1 in situ hybridization and Toll-like receptor
3 immunohistochemical analysis were performed to study on the paraffin-embedded
tissue of 49 non-resolving inflammation of rheumatoid arthritis. In addition, 32
specimens from cases with osteoarthritis receiving TKA were enrolled as control.

Results: All these 49 synovial tissues were found to be present with strong inflammation
including hypertrophy of synovial lining with plasma cell and lymphocytes
infiltration, as well as neovascularization. By in situ hybridization, all non-resolving
inflammation of rheumatoid arthritis (49/49, 100%) showed expression of EBER1 in
synovial lining cells, plasma cells, endothelial cells or infiltration lymphocytes. There
was a significant statistical difference of EBERI expression among non-resolving
inflammation of rheumatoid arthritis and osteoarthritis (p<0.001, by Fisher’s exact
test). When EBER1 expression was strong, the expressions of Toll-like receptor 3
were also strong expression (p<0.001). Higher expression of TLR3 immunostaining
also correlated significantly with non-resolving inflammation of rheumatoid arthritis
(p<0.001).
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Conclusions: Putting the above findings together with our observation, non-resolving
inflammation of rheumatoid arthritis is strongly associated with EBV infection, and
strongly expression of EBER1 and TLR3 might be one of the key.

Evaluation of SNPs of microRNA-biogenesis genes and risk of
schizophrenia

Y. Zhou, J. Wang, S. Li, X. Song, J. Zhou, X. Lu, Y. Ye, B. Ying, L. Wang.
Department of Laboratory Medicine, West China Hospital, Sichuan
University, chengdu, China,

Background: Schizophrenia, one of the most serious, disabling diseases, has
been associated with a sizeable proportion of genetic risk, but findings have been
inconsistent. MicroRNAs (miRNAs) are small regulatory RNAs that modulate the
expression of approximately one-third of all human genes. Small changes in miRNA
expression have been associated with several psychiatric and neurological disorders,
but whether polymorphisms in genes involved in processing of miRNAs to maturity
influence susceptibility to schizophrenia has not been elucidated.The present study
investigated the association between schizophrenia risk and single-nucleotide
polymorphisms (SNPs) in miRNA processing genes.

Methods: we assessed the associations between schizophrenia risk and 6 potentially
functional SNPs from 5 miRNA processing genes (DROSHA, DGCRS, DICERI,
AGOI1, GEMIN4) in a case-control study of 256 Chinese schizophrenia patients and
252 frequency matched (age, gender, and ethnicity) controls. All the SNPs (rs10719,
1s3757, 153742330, 1s636832, rs7813, rs3744741) were genotyped by high resolution
melting (HRM).

Results: we found that two SNPs in the DGCRS and DICER] gene were significantly
associated with altered schizophrenia risk. The recessive model of rs3757 in DGCRS8
(TT vs. TC+CC) exhibited a significantly increased risk with an odds ratio [OR] of
1.58 (95% confidence interval [CI], 1.19-2.11); the recessive model of 1s3742330 in
DICERI (AA vs. AG+GG) exhibited a significantly increased risk with OR of 1.49
(95%CI, 1.04-2.13). Other SNPs and the haplotype of GEMIN4 (rs3744741 and
rs7813) did not show any association with schizophrenia. We also compared with the
low-risk reference group within none unfavorable allele of the two significantly SNPs,
the median-risk and high-risk group. The median-risk group show no significantly
difference with the reference group; and the high-risk group exhibited a 1.31-fold
(95%CI, 1.08-1.59) increased risk of schizophrenia.

Conclusion: The present study provides the first evidence that specific genetic
variants in miRNA-related genes may affect schizophrenia susceptibility.

Stabilization of Cellular RNA in Blood Samples for Non-Invasive
Diagnosis and Prognosis

R. Fernando, S. Norton, K. Luna, J. Alt, W. Ryan. Streck Inc., La Vista, NE,

Background: Messenger RNA molecules (mRNA) in blood cells are indicators
of the activity of their genomes, illustrating what genes are expressed and to what
extent. Profiling of cellular mRNA expression patterns has been demonstrated
using microarrays, quantitative reverse transcription real-time PCR (RT-qPCR)
and molecular beacons (1, 2, 3). Such profiling methods have become increasingly
important for both disease characterization and biomarker discovery, but also carry
a risk of data misinterpretation (3). A potential issue relates to the handling of blood
samples ex vivo prior to the extraction of mRNA. Microarray data has shown that
clusters of genes were strongly up- and down-regulated in as little as 2 hours post-
phlebotomy. Profiles of fresh samples compared to samples shipped overnight were
strikingly different, particularly with genes that are known to participate in stress-
induced pathways (3). This evidence emphasizes the importance of developing blood
collection devices that are capable of stabilizing mRNA expression immediately after
a blood draw.

Objective: To develop a standardized blood collection device capable of stabilizing
mRNA expression patterns immediately after a blood draw and prevent blood cell
lysis for an extended period of time at ambient temperature.

Methods: Blood samples were drawn from healthy donors into both K.EDTA(BD
Vacutainer®) and Cell-Free RNA™ BCT collection tubes developed by Streck Inc.
White blood cells (WBCs) were separated, total cellular RNA was extracted and
mRNAs for RASSF1A, c-fos, glyceraldehyde-3-phosphate dehydrogenase (G3PD),
and 18S rRNA were quantified by RT-qPCR at different time points post-collection.
Molecular beacon technology was used to detect G3PD mRNA within intact cells
using flow cytometry. All blood samples were kept at ambient temperature until
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further processed.

Results: While blood drawn into K,EDTA tubes showed significant changes in
cellular mRNA copy numbers for c-fos, G3PD, RASSF1A and 18S rRNA, copy
number of these biomarkers were unchanged in blood stabilized with Streck’s Cell-
Free RNA BCT. Moreover, stabilization was also illustrated using a molecular beacon
detected by flow cytometry. While an increase in G3PD mRNA levels is found in
WBCs stored in K,EDTA tubes, no change in mRNA levels is detected in samples
stored in Cell-Free RNA BCT.

Conclusion: Cell-Free RNA BCT blood collection tubes developed by Streck Inc.
provide preservation and stabilization of cellular mRNAs for at least for three days
at ambient temperature. This technology preserves the genetic expression patterns of
specific genes allowing for the use and development of non-invasive diagnosis and
prognosis methodologies based on cellular RNA in blood.
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Frequency of rs12979860 and rs8099917 1128B polymorphisms in
a control group and in hepatitis C patients followed in a Brazilian
Hospital

R. Sitnik, L. Oyakawa, O. P. S. Ramos, D. P. Marquezoni, G. T. F. Dastoli,
J. F. Melo, J. N. M. Rodrigues, R. C. Petroni, R. A. F. Santana, S. N.
Parmezan, V. F. D. Castro, C. L. P. Mangueira, J. R. Pinho. Hospital
Albert Einstein, Sao Paulo, Brazil,

Background: Genetic variation in the /L28B gene region on chromosome 19 was
recently identified for predicting response of patients chronically infected with
genotype 1 HCV infection. This finding has been confirmed in several independent
cohorts. The most strongly associated single nucleotide polymorphism (SNP) for
treatment response, rs12979860, has also been shown to be significantly associated
with spontaneous hepatitis C clearance. Other SNPs in close proximity to /L28B
associated with treatment response and spontaneous clearance were described, such
as 1s8099917. Frequency of different alleles is different around the world and still
there are few data about the distribution in our country.

Methods: For this study genotyping at two sites of interest, rs12979860 and
1s8099917, were tested using TagMan custom designed probes (Applied Biosystems)
on an ABI7500 instrument and the ABI TagMan allelic discrimination kit from Applied
Biosystems. Analytical performance characteristics of the assay were performed and
the method was validated for whole blood and plasma samples.

We analyzed SNP rs12979860 and rs8099917 in 56 samples from a private hospital
in Sao Paulo, Brazil. Two different groups were studied: 1) 37 control samples from
healthy donors; 2) 19 chronically HCV infected patients. Frequency of different
alleles and genotypes were accessed and statistical analysis was performed using chi-
square test with Yates’correction (BioStat 5.0 Software).

Results: Frequency of different genotypes in both groups was accessed. For
1s12979860, genotype TT was present in 5.4% in the control group and in 21.1% in
the HCV infected patients group. For rs8099917, genotype GG was not present in the
control group, but in 10.5% in the HCV infected patients group. The distribution of
different alleles in both groups was statistically significant (p =0.0058 for rs12979860
and p=0.0162 for rs8099917).

Conclusion: We validated an assay that can be performed in whole blood or plasma
samples. Frequency of genotypes for these SNPs was determined in a population
from Sdo Paulo, Brazil. Although we still have a small number of patients, it was
possible to verify that alleles associated with worse treatment response (T allele of
rs1297960 and G allele of rs8099917) have a higher frequency among chronically
HCYV infected patients than in control samples. Statistical significance was reached
for both tested SNPs, but it was more evident for rs12979860. Our results corroborate
studies performed in other countries, especially in the Western hemisphere, where
rs8099917 is not statistically associated with HCV infection.

Tuesday, July 26, 2:00 pm — 4:30 pm

Characterization of CYP2C19 Allele Frequencies in an US Pan-ethnic
Population

J. R. Hottel', S. E. Woody?, A. L. Field’, K. Muralidharan', V. M. Pratt'.
'Quest Diagnostics, Chantilly, VA, *Genetic Alliance, Washington, DC,

Background: Cytochrome P450 2C19 (CYP2C19) is involved with the metabolism
and elimination of many commonly prescribed drugs. Genetic polymorphisms in
CYP2C19 are common and can affect therapeutic response to a variety of drugs.
Detecting genetic variations in drug-metabolizing enzymes is useful for identifying
individuals who may experience adverse drug reactions with conventional doses
of certain medications. The reported allele frequencies in ethnic populations vary.
Many published studies on allelic frequency only test limited variants. We undertook
a study to determine the allele frequencies for CYP2C19*2, *3, *4, *5, and *17 on
de-identified DNAs whose only descriptor was self-identified ethnicity.

Methods: 1548 patient samples were tested of which 942 had an ethnicity specified.
Genomic DNA was amplified by PCR and subjected to allele-specific primer
extension using SNaPshot® reagents (Applied Biosystems, Inc., Foster City, CA)
for five variants (*2, *3, *4, *5, *17). The extension products were size-fractionated
by capillary electrophoresis. Automated allele calling used Genotyper software and
associated macros (Applied Biosystems, Inc.).

Results: See Table.

Conclusion: The ethnic data and CYP2C19 genotyping results will help update allelic
frequencies in various populations.

CYP2C19 Allele frequencies

African . . European . .
Genotype Caucasian . Hispanic . Asian Jewish  [Other Total
American (Caucasian
*1/*1 (assumed;
no variant 194(20.6%) |71(7.5%)  |58(6.2%)  [11(1.2%)  [6(0.6%) [0 17(1.8%) |1357(38%)
identified)
*1/%2 97(10.3%) |45(4.8%)  129(3.1%)  16(0.6%)  [8(0.9%) |0 10(1.1%) [195(21%)
*1/%3 0 0 0 0 1(0.1%) |0 0 1(0.1%)
*1/%4 2(0.2%) 0 1(0.1%) 0 0 0 0 3(0.3%)
*1/%17 162(17.2%) |43(4.6%)  [42(4.5%)  [8(0.9%)  [3(0.3%) [2(0.2%) [8(0.9%) [268(28%)
*2/%2 192.1%)  [4(0.4%) 10.1%) |0 2(0.2%) |0 100.1%)  |27(3%)
*2/*17 31(3.3%)  [17(1.8%) 5(0.5%) 1(0.1%) 3(0.3%) |0 1(0.1%)  [58(6%)
*17/%17 21(2.2%)  [9(1.0%) 138(14.7%) |1(0.1%) 0 0 0 33(4%)
Total 526(55.8%) |189(20.1%) [138(14.7%) [27(2.8%)  |23(2.4%) |2(0.2%) |37(3.9%) [942(100%)

Rapid and reliable testing of interleukin (IL) 28B genotype in
different biological specimens

T. Trenti', E. Cariani', C. Rota!, R. Critelli?, M. Luongo?, E. Villa2.
!Clinical Pathology-Toxicology, Ospedale Civile S. Agostino-Estense,
Modena, Italy, >Department of Gastroenterology, University of Modena
and Reggio Emilia, Modena, Italy,

Background: Several recent studies reported a close correlation between the presence
of polymorphisms (SNPs) in the IL28B gene and the rates of spontaneous and
treatment-induced HCV clearance. However, the diagnostic utility of IL28B genotype
is not yet completely understood and requires large-scale epidemiological and clinical
studies. For rapid data gathering on the natural history of HCV infection in subjects
with different IL28B genotype, simple, sensitive and rapid methods suitable for
processing non-invasive and archival biological samples are urgently needed.

Methods: We developed a real-time PCR method suitable for very small DNA
quantities derived from different biological specimens. The PCR target was
1$12979860, the best characterized IL28B SNP in Western populations. PCR was
carried out by a Tagman assay (Applied Biosystems) using a Rotor Gene 3000 thermal
cycler (Corbett). The reaction was performed in 10 microliter volume containing 5
ng of DNA.

Results: Reliable IL28B genotyping of 58 HCV-positive subjects was obtained
from different sources of starting material: whole blood (#58), buccal swab (#33),
serum samples (#40), formalin fixed paraffin-embedded (FFPE) liver tissue (#26). At
least two different specimens were analyzed for each subject with consistent results.
A preliminary survey of IL28B genotype prevalence in subjects with chronic HCV
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infection from our area was consistent with data reported in Caucasian populations
(TT: 15.3%, TC: 50%; CC: 34.7%).

Conclusion: Real-time PCR was used to develop a simple, rapid and reliable method
for IL28B genotyping suitable for non invasive samples as buccal swab or archival
materials as serum or paraffin-embedded tissue samples. This method may be useful
for large-scale epidemiological studies or retrospective cohort studies of the natural
history of HCV infection in relation to IL28B genotype.

Characterization of the INFINITI® Platform for Custom-Built
CYP2D6 Based Genotyping Applications

C. Smith', M. Zeller', J. Sistonen?, M. Higginson’, M. R. Hayden?, G.
Dufour?, Y. Renaud®, Y. Fu'. "AutoGenomics Inc., Vista, CA, *University of
British Columbia, Vancouver, BC, Canada, *Genome Quebec and Montreal
Heart Institute Pharmacogenomics Centre, Montreal, QC, Canada,

Genetic variations in key enzymes involved in drug metabolism pathways as well
as variations in drug transporters and targeted receptors should all be considered in
the design of a pharmacogenomics study aimed at characterizing the inherited basis
of variation in drug efficacy or toxicity. AutoGenomics INFINITI® Platform offers a
variety of applications to genotype CYP2D6 which is one of the most functionally
polymorphic drug metabolizing enzymes. A universal core CYP2D6 panel can be
custom-modified by adding or replacing analytes for other gene variants relevant
for each study protocol. Based on the study results, the custom panel can be further
developed to include only the clinically relevant genetic variants. INFINITI® CYP450
2D61 is the core CYP2D6 assay panel combining two multiplex-PCR reactions into a
BioFilmChip® for genotyping the following variants: [*2, *3, *4, *5(deletion), *6, *7,
*8, %9, *10, *12, *14, *17, *29, *41, and *XN(duplication)]. In contrast, INFINITI®
CYP2D6T is a single multiplex-PCR reaction panel for genotyping most of the above
variants except the following: [*10, *12, *17, and *XN (duplication)]. AGPGXO01
and AGPGXO02 represent custom-built applications developed from the core panels
CYP2D6I and CYP2D6T, respectively. The AGPGXO01 is designed for a codeine
pharmacogenomics study by adding the primers/probes for an additional UGT2B7
[*2] genetic variant. Similarly, AGPGXO02 is designed for a tamoxifen-related study
by adding the primers/probes for two additional genetic variants, CYP3A5 [*3] and
SULTI1ALI [*2]. All these applications have been optimized for testing DNA samples
extracted from blood as well as from saliva samples. AutoGenomics INFINITI®
Platform represents an effective and flexible tool in conducting research and clinical
studies. Ultimately, a well-defined application panel targeting the clinically relevant
genetic variants can be developed to achieve the goal of personalized therapeutics.

Misclassification of an Apparent Alpha 1-antitrypsin “Z” Deficiency
Variant by LightCycler Melting Analysis

D. N. Greene', M. Procter?, D. G. Grenache', E. Lyon', J. A. Bornhorst®,
R. Mao'. 'University of Utah, Salt Lake City, UT, ’ARUP Institute for
Clinical and Experimental Pathology, Salt Lake City, UT, *University of
Arkansas for Medical Sciences, Little Rock, AR,

Background: Alpha-1 antitrypsin (AAT) deficiency is one of the most common
potentially lethal genetic diseases among Caucasian adults. The SERPINAI gene
(which codes for the AAT protein) is highly polymorphic, with over 100 variants
documented in the literature. Many of these variants produce normal proteins,
the most common being the M variant. Of the deficiency alleles, S and Z are the
most common and are caused by single nucleotide substitutions. As a ubiquitously
expressed member of the SERPINA family of protease inhibitors, AAT accomplishes
its most important function by coating the lungs to inhibit neutrophil elastase. Thus,
a deficiency in AAT results in the aberrant proteolysis of the connective tissue matrix
of the lungs, leading to progressive pulmonary damage and eventually emphysema.
In addition to the loss of anti-protease activity, certain AAT variants, such as the Z
variant, have a propensity to polymerize in hepatocytes and may progress to liver
dysfunction in childhood. AAT deficiency is treated using recombinant protein
therapy, but severe liver disease may require transplantation.

Methods: AAT deficiency is diagnosed using a combination of genetic and biochemical
tests. In our laboratory, total AAT is measured using an immunoturbidimetric
assay, AAT phenotype is determined using isoelectricfocusing electrophoresis, and
genotypic identification of Z and S AAT alleles is performed by melt curve analysis
using a LightCycler. Published algorithms have been proposed which integrate serum
AAT concentration with S and Z genotyping. Phenotyping is performed for wild-type
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or heterozygous individuals with an AAT concentration <100 mg/dL. Sequencing of
the SERPINAI gene can be used to resolve discrepancies.

Results: Here we describe a patient that had a total AAT of 100mg/dL that was
determined to be a Z heterozygote using the LightCycler genotyping assay. Phenotype
testing was performed due to an AAT concentration near the decision threshold
and was determined to be Pi MP. Sequencing results revealed that the discrepancy
was caused by a previously reported polymorphism corresponding to a rare, non
deficiency, P allele (P, ). Closer analysis of the mutations revealed that similar
melting temperatures could be expected, as both mutations are G to A and located two
base pairs apart from each other. The probe that caused the discrepancy was designed
to match the wild-type sequence. A new probe was designed to specifically detect
the Z allele. The Z-specific probe showed a distinct melting pattern from the P
eliminating the possibility of future discordance.

St Albans®

Conclusion: This study illustrates the importance of understanding the limitations of
the probes utilized for genotype analysis. The specificity of the probe for the wild-type
sequence allowed for a rare variant to incorrectly suggest the presence of the Z allele.
Laboratories utilizing melt-curve analysis to diagnose patients should be aware of the
potential for false positive results caused by polymorphisms located in the binding
region of the genotyping probes. Designing probes to match the targeted mutation
could reduce false positive results. In general, when designing genotype probes, the
surrounding bases should be thoroughly examined for similar mismatches that may
affect the melting temperature.

Gene promoter sequence variants in the genes for chemokines CCL19
and CCL21 in Czech patients with myocardial infarction

M. Petrek!, J. Petrkova', A. Stahelova®, F. Mrazek?, M. Taborsky'.
'Palacky University and Faculty Hospital Olomouc, Olomouc, Czech
Republic, *Palacky University Olomouc, Olomouc, Czech Republic,

Background: Migration and activation of inflammatory cells is an important
pathogenetic mechanism of coronary artery disease and myocardial infarction
(MI). Chemotactic cytokines expressed in atherosclerotic plaques (e.g. CCL2,
CCL5, and more recently also CCL19 a CCL21) contain functional sequence gene
variants, which may affect accumulation of macrophages, extent of inflammation
and thus may contribute to genetic susceptibility to MI and its manifestation. We,
therefore, investigated the association between myocardial infarction and selected
polymorphisms in the regulatory regions of genes for the chemokines CCL19 and
CCL21.

Methods: Based on a pilot re-sequencing study we selected and, using PCR-SSP,
determined three polymorphisms of CCLI9 gene (GenBank ID rs2233872) and
CCL21 gene (GenBank ID rs11574914 and rs11574915); the study group comprised
211 Czech patients with myocardial infarction and 150 healthy control subjects.

Results: There was no difference in allelic frequencies of the investigated SNPs
between patients and controls (p>0.05). However, the proportion of homozygotes for
the minor *G allele of the gene promoter variant CCL2/ (rs11574915 GG) was lower
among the MI patients (1%) in comparison with the control subjects (5%). Protective
effect of the GG genotype reached nominal significance (p=0.03), after correction for
multiple comparisons value of p(corr) was 0.09.

Conclusion: Though rare in the Czech population, CCL21 (rs11574915) GG genotype
may confer protection from myocardial infarction. Our preliminary data have to
be independently replicated in the second set of Czech MI patients and preferably
also in other centres/populations. Further, analysis of functional effects of CCL2/
rs11574915 genotypes is desirable.

Grant support: IGA UP LF_2010_008, MSM 6198959205.
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Short tandem repeat analysis detection indicating acute
lymphoblastic leukemia (ALL) recurrence prior to clinical and
cytogenetic evidence

A. Leathersich, J. Payton, C. Lockwood. Washington University School of
Medicine, Saint Louis, MO,

Background: Sequential monitoring of chimerism after bone marrow transplant
(BMT) has been shown to be predictive for graft failure and relapse. Short tandem
repeat (STR) markers are routinely monitored to quantitatively determine engraftment
status post-BMT.

Objective: Describe the detection of a non-donor, non-recipient STR allele preceding
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clinical or cytogenetic evidence of pediatric acute lymphoblastic leukemia (ALL)
recurrence.

Methods: DNA was isolated from peripheral blood lymphocytes. STR genotyping
was performed via multiplex fluorescent PCR amplification using the AmpFISTR
Profiler Plus ID amplification kit (Applied Biosystems). Products were separated by
capillary electrophoresis on a 3130XL Genetic Analyzer (Applied Biosystems).

Results: The patient is a 3-year-old girl with a diagnosis of ALL who received a
BMT. Eight and sixteen weeks post-BMT, recipient STR patterns were consistent
with complete bone marrow engraftment. Forty weeks post-BMT, eight of nine
informative loci showed donor alleles; however, one additional unknown allele was
present at D21S11 (23.2). This allele was not consistent with either donor or recipient,
and persisted with repeat analysis. The patient lacked clinical or cytogenetic findings
of ALL relapse at this time. To exclude the possibility of molecular contamination,
a new sample was requested (sample D). In this sample, the same additional allele
was present at D21S11, and another non-donor, non-recipient allele was found at
D8S1179. When sample D was collected, a routine WBC showed an elevated count
consistent with ALL recurrence. (Table 1)

Conclusions: This case illustrates a potential source of complexity in the
interpretation of BMT analyses-genomic instability, which is not uncommonly
encountered in patients with hematopoietic malignancies. Laboratories might ignore
the development of a non-donor, non-recipient allele, assume contamination, and not
report this finding. However, our data indicate this finding should be reported to alert
clinicians to the possibility of imminent disease recurrence prior to other clinical or
cytogenetic indications.

Samples with STR, cytogenetic, and clinical results

Sample \Weeks Cytogentics/ FISH STR results |STRresults  |Clinical/Cytogenetic
P PostBMT |19 (D21511)  |(D8S1179)  |Recurrence

Hyperdiploidy (trisomy
for chromosomes 4,

Z:E::g N/A 17, ABL1, BCR locus, 29,30 13,14 N/A

P land tetrasomy for AML1

locus)

Donor N/A N/A 27,29 10,15 N/A

Post- 8weeks  |Not performed Engrafted  |Engrafted [N

BMTA weeks ot performe ngrafte ngrafte o

Post- 16 weeks  |Not performed Engrafted  |Engrafted No

BMT B w P 9 9

Post- 100% donor cells, no /Additional

BMT C 40 weeks clonal aberrations allele 23.2 Engrafted No
Complex abnormal

Post- karyotype (trisomy 4, /Additional Additional

BurD  [*BWeKS 117 BCR locus and allele 23.2  [allele 8 Yes
tetrasomy AML1 locus)

Association of the genetic marker for abacavir hypersensitivity
HLA-B*5701 with HCP5 rs2395029 in Mexican Mestizos

F. Sanchez-Giron, B. Villegas-Torres, K. Jaramillo-Villafuerte, I. Silva-
Zolezzi, J. Fernandez-Lopez, G. Jimenez-Sanchez, A. Carnevale. Instituto
Nacional De Medicina Genomica, Mexico, Mexico,

Background: Prospective screening for HLA-B*5701 decreases or abolishes abacavir
hypersensitivity reaction (AHR). In Caucasians, the HCP5 rs2395029(G) allele is
in complete linkage disequilibrium (LD) with HLA-B*5701 (>=1). Our aim was to
assess the frequency of HLA-B*5701 and its LD with HCP5 rs2395029(G) allele to
extend our knowledge of genetic variants of critical relevance for the development of
pharmacogenetics in Mexico.

Methods: We genotyped 300 Mexican Mestizos from the Mexican Genome Diversity
Project (MGDP). HLA-B*5701 genotyping was performed using a DNA sequencing
method. HCPS5 152395029 was genotyped using a custom TagMan SNP Genotyping
Assay and confirmed by direct sequencing. Genotypes for 14 SNPs in the HCPS5
region were retrieved from the MGDP database for LD analysis.

Results: HLA-B*5701 carrier frequency was 2% and the allelic frequency was 0.010.
Haplotype analysis revealed that HLA-B*5701 and the HCP5 rs2395029(G) allele are
in complete LD (1>=1) in this Mexican Mestizos sample.

Conclusion: It is feasible to have a pharmacogenetic program based on HCP5
152395029 genotyping as a screening tool with confirmation of HLA-B*5701 carriage
by sequenciation, to prevent AHR in Mexican patients before initiating abacavir therapy.

Tuesday, July 26, 2:00 pm — 4:30 pm

Evaluation of the Cepheid GeneXpert MTB/RIF assay for rapid
detection of M. tuberculosis and rifampin resistance in clinical
specimens

J.A. Lee!, S. Y. Kim', C. Yoo?, H. Kim', S. Y. Kim', E. K. Ra', S. Joo', S.
Shin’, M. Seong', E. Kim', S. S. Park'. ‘Molecular Diagnosis Laboratory,
Departments of Laboratory Medicine, Seoul National University Hospital,
Seoul, Korea, Republic of, >Department of Internal Medicine, Seoul
National University Hospital, Seoul, Korea, Republic of, *Departments
of Laboratory Medicine, Seoul National University Boramae Hospital,
Seoul, Korea, Republic of,

Background: Accurate and rapid detection of Mycobacterium tuberculosis (MTB)
is essential for the diagnosis of pulmonary tuberculosis. And also accurate and rapid
detection of anti-tuberculosis drug-resistant strain is important for adequate treatment
of MTB. The Cepheid GeneXpert MTB/RIF assay is an automated kits consisted
of hands-free sputum-processing system and a real-time nested PCR. It extracts
mycobacterial DNA, detects the presence of MTB, and simultaneously identifies
the rifampin resistance within two hours. We evaluated diagnostic performance and
clinical usefulness of the GeneXpert MTB/RIF assay.

Methods: We performed the GeneXpert MTB/RIF assay in 71 fresh sputum specimens
(71 patients) which were positive for MTB by TB/NTM real time PCR kits (LG Life
Science Diagnostics, Korea). Acid-fast bacilli stain and solid/liquid media culture
were performed in parallel by standard laboratory procedures. Rifampin resistance
detected by the GeneXpert MTB/RIF assay were compared with phenotypic tests
by culture and with genotypic analysis of 81-bp rifampin resistance-determining
region (RRDR) in the 7poB gene by sequencing. In vitro detection limit of MTB was
assessed by known number cells of MTB spiked in sputums.

Results: Clinical specimens were from 53 known and 18 newly diagnosed
tuberculosis patients, and consisted of 39 smear-positive and 32 smear-negative ones.
The GeneXpert MTB/RIF assay detected MTB in all 71 specimens and identified
rifampin-resistant mutations in 21/71 samples (29.6%). In rifampin resistance, the
GeneXpert MTB/RIF assay was concordant with phenotypic rifampin susceptibility
test by culture in 100% (61/61), and with genotypic analysis of RRDR region in
98.3% (57/58). One sample showed mixed sequence of wild and mutant strains. Limit
of detection of MTB was 1.3 X 10 "4 cells in sputum per test. Detection limit ratio of
rifampin resistant MTB in susceptible ones was 1/5.

Conclusions: The Cepheid GeneXpert MTB/RIF assay sensitively and reproducibly
detected the presence of MTB and its rifampin resistance in clinical specimens. It
will be an easy, safe, fast, and reliable routine on-demand method for simultaneous
detection of MTB and rifampin resistance.

Evaluation of a CYP2C19 genotype panel on the GenMark eSensor®
platform and the comparison to the Autogenomics INFINITI™ and
Luminex CYP2C19 panels

C.C. Lee', G. A. McMillin?, R. Melis?, N. Babic', K. T. J. Yeo'.
"University of Chicago, Chicago, IL, *University of Utah and ARUP
Laboratories, Salt Lake City, UT,

Background: Given as dual antiplatelet therapy with aspirin, clopidogrel inhibits
platelet function, improving the condition of those with acute coronary syndromes
(ACS) and those undergoing percutaneous coronary interventions (PCI). Differences
in drug efficacy are linked to clopidogrel pharmacokinetics, specifically to the
CYP2C19 genotype for certain patient populations. ACS patients who are carriers
of the loss-of-function alleles of CYP2C19, e.g. the *2 or *3 alleles, have higher
risk of adverse cardiovascular events, especially after PCL. The FDA issued a boxed
warning for clopidogrel in 2010, stating that 2-14% of the US population are poor
metabolizers, and that CYP2CI9 genotyping tests are available to determine if a
patient is a poor metabolizer, allowing health care professionals to consider alternative
antiplatelet medications. Thus, it is important that clinical laboratories have access to
analytical platforms that are validated for such a genotyping service.

Objective: We compared the GenMark eSensor® platform for CYP2C19 genotyping
with other methods designed to detect variant alleles of this gene. We also assessed
the reproducibility of the method.

Methods: In this method comparison study, CYP2C19 genotypes were determined
for 111 samples with the eSensor (*1 to *10, *13, and *17) and at least one other
platform. Other methodologies included the expanded CYP2CI9 panel offered by
Autogenomics (*1 to *10 and *17) and Luminex reagents, which detect CYP2CI9
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alleles *1 to *8, and bi-directional sequencing. Samples included DNA extracted
from blood collected at the University of Chicago (n=27) and ARUP Laboratories
(n=41), as well as 43 DNA samples obtained from the Coriell repositories. Several
DNA extraction methods were used, including the QIAamp DNA Mini Kit (Qiagen,
Hilden, Germany), the Maxwell® 16 Blood DNA Purification Kit (Promega, Madison,
Wisconsin), and the MagNAPure Kit (Roche, Indianapolis, Indiana). Within-day
and between-day reproducibility studies were performed on several DNA samples
with known CYP2C19 genotypes (*1/*%9, *2/*17, *2/*2, *2/*10 and *2/*4). Results:
Complete (100%) concordance was observed for all samples for the genotypes
available on each respective platform. The analytical sensitivity study demonstrates
that concentrations of DNA as low as 0.05 ng/ul may be used on GenMark’s eSensor
platform. In addition, a compound genotype of a CYP2C19 *2/*4/*17 was detected
which was confirmed across two different platforms. Between-day and within-day
replicate testing showed 100% expected CYP2C19 genotype reproducibility, with a
97.5% yield of valid runs.

Conclusions: We showed that the GenMark eSensor CYP2CI9 genotyping assay
is accurate and compares well with 2 current commercial platforms in clinical use.
With a relatively rapid turn-around time of ~4 hours and a high rate (97.5%) of valid
runs, the eSensor platform can be easily translated in helping physicians identify
slow and rapid metabolizers of clopidogrel who may benefit from alternate therapy
or unconventional dosing of clopidogrel. Extended panels with additional SNPs may
be advantageous should future studies demonstrate the utility of expanded SNP panels
in different patient populations, particularly in those that are not yet well-described
(including Asian and African-American populations).

Rapid and Cost Effective Flow-through Based Assay for High Risk
Human Papillomavirus (HR-HPV) Screening in Cervical Samples

E. K. C. Chan, J. K. F. Chow. DiagCor Bioscience Incorp. Ltd., Hong
Kong S.A.R., China,

Background: Persistent infection of high-risk human papillomavirus (HR-HPV)
has been widely associated with cervical intraepithelial neoplasia (CIN) and cervical
cancer, 99.7% of cervical carcinoma with HR HPV infection (Walboomers et al.
1999). In addition, HR-HPV detection assay correlates well with cytogenetic data
on premalignant lesions (i.e. CIN) and cervical cancer studies (Melchers et al. 1999),
suggesting that early diagnosis and continuously monitoring of HPV infection is most
efficient for cervical cancer prevention. For the reason, most healthcare authorities,
including WHO, recommend screening the most prevalent 14 High-Risk types of HPV
with special emphasis on Type 16 and 18. Hence an efficiency, fast and affordable
screening assay is on these HR-HPV capable of distinctly identifying HPV types 16
and 18 would be most beneficial especially for low resource setting populations.

The GenoFlow HR-HPV screening assay is designed to detect the 14 different
HR-HPV types that are vital for cervical cancer screening. In addition, GenoFlow
HR-HPV assay can distinguish HPV16 and HPV 18 genotypes which are useful
for prognosis purpose and for vaccination program. Furthermore, the Flow-through
platform provides an efficiency hybridization and high throughput assay (i.e. 48
reactions in a single run) that save manpower and shorten turnaround time.

Methods: The studied cohort comprised archive samples of 119 women whose
cervical scrapes were collected in liquid based cytology medium (ThinPrep) and sent
to DiagCor Bioscience, Hong Kong, for HPV genotyping testing in November 2010
to January 2011. The DNA of cervical samples were extracted by QiAamp Blood mini
extraction kit (Qiagen), and eluted with 75ml of elution buffer. The GenoFlow test uses
biotin-labeled primers and specific probes to detect 16 HR-HPV types. The extracted
DNA was mixed with PCR reagent mix and DNA Taq Polymerase provided with the
GenoFlow test kit and PCR-amplified using the thermocycling condition stated in the
manual. The amplicons were genotyped using Flow-through hybridization according
to manufacturer’s instructions.

Results: All cervical samples were firstly genotyped by GenoFlow HPV genotyping
assay. In these samples, 80 samples were HPV positive and 39 samples were HPV
negative. The HR-HPV assay can specifically identify 16 high risk HPVs without
cross-reacting with low risk HPVs DNA, the concordance rate of HR-HPV is 90%
to the GenoFlow HPV genotyping assay. By comparing to GenoFlow genotyping
assay, the specificity and sensitivity of HR-HPV assay is 87% and 91%. In addition,
the overall hand-on time was dramatically reduced from 107 minutes to 35 minutes
comparing to conventional hybridization method which is almost 70% reduction.
Conclusion: HR-HPV screening assay can specifically identify the high risk human
papillomavirus from low-risk types, and the improvement of cost, throughput and
turnaround time of this assay can help to promote HPV DNA screening in developed
and, especially, in developing countries in order to reduce the incidence of cervical
cancer globally.
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Efficiency of COLD-PCR and High Resolution Melting for detecting
K-ras mutation

M. Maekawa, T. Taniguchi, J. Ishikawa. Hamamatsu University School of
Medicine, Hamamatsu, Japan,

Background: Molecular diagnostic tests can detect the target molecule with high
sensitivity by use of nucleic acid amplification. However, in cancer, low level
mutations cannot easily detected because of the much more DNA amounts of a wild-
type background. Therefore, mutation enrichment technique is necessary, and one of
the novel technique is COLD-PCR. COLD-PCR is able to amplify minority alleles
selectively from mixtures of wild-type and mutation-containing sequences, by PCR
at lower denaturation temperature. We reported previously the comparison of the
detection sensitivity of K-ras mutations by COLD-PCR and conventional PCR, by
use of the following single strand DNA conformation polymorphism (SSCP) analysis
(Clinical Chemistry 55(6), Suppl. A219, 2009). In this study, we studied an efficiency
of the combination of COLD-PCR and high resolution melting (HRM), in comparison
with COLD-PCR-SSCP analysis.

Methods: Genomic DNA purified from cancer cell lines with K-ras mutation was
diluted by wild-type DNA from other cell lines. The mutant-type DNA used was
purified from Lu65 (codon 12: TGT), NEDATE (codon 12: GGT/GAT) and colorectal
cancer tissue (codon 13: GGC/GAC). The DNA mixtures were amplified by full
COLD-PCR and conventional nested PCR, followed by HRM analysis on a 7500 Fast
Real Time PCR System (Applied Biosystems, Life Technologies).

Results: DNA from NEDATE were 1:10, 1:20, 1:50, 1:100 and 1:200 diluted in
wild-type DNA, and amplified by full COLD-PCR and conventional nested PCR.
The K-ras mutation was detected in 1:50 using conventional nested PCR and HRM
analysis, while not detected in 1:100. However it was clearly visible following full
COLD-PCR and HRM even in 1:100 diluted DNA. Other mutant DNA showed
similar result that COLD-PCR and HRM analysis had better sensitivity in detecting
low-level mutations. HRM analysis can be performed by using automated analyzer,
thusfar COLD-PCR-HRM analysis could be a convenient screening system for
detecting K-ras mutation. When some mutation is suspected, the amplified products
could be confirmed by DNA sequencing.

Conclusion: We revealed that the combination of COLD-PCR and HRM analysis is
useful for mutation enrichment and mutation screening using clinical specimens with
low-level mutations.

Limiting Factors of Fast SYBR Green Real-Time PCR

B. P. Ward', J. A. Lefferts?, G. Maltezos®, A. Scherer’, G. J. Tsongalis'.
!Dartmouth-Hitchcock Medical Center, Lebanon, NH, >Dartmouth
Medical School, Lebanon, NH, *California Institute of Technology,
Pasadena, CA,

Background: There is an increasing need for real-time PCR assays that can be
performed quickly and cheaply in settings such as developing-world point-of-care
locations. Recently, the advent of various probe-based chemistries has dramatically
improved real-time PCR specificity and multiplexing capability. However,
intercalating dye chemistries, most commonly SYBR®™ Green I, in conjunction with
melt-curve analysis remain more cost-effective for reactions requiring no or limited
multiplexing. We sought to test the cycling-speed limits of a commercially available
SYBR Green I master mix (Quanta® PerfeCta® SYBR Green Fastmix®) using a fast-
ramping real-time PCR instrument (the Cepheid® Smartcycler® II) as a proof-of-
concept, to assess the use of intercalating dye master mixes in fast real-time PCR
applications.

Methods: Human genomic DNA was extracted in triplicate from a single whole-
blood sample using a Qiagen EZ1 robot. DNA quantity and purity was then assessed
via UV spectroscopy. Each of the three extractions were normalized with respect to
concentration, and then run in parallel in five separate 25ul PCR reactions, each using
two different primer sets and three different annealing/extension times, for a total
of 30 reactions per extraction. One no-template control was included with each set
of samples run on the Smartcycler. Primer sets were selected to amplify 100bp and
300bp regions of genomic DNA. PCR cycling protocols consisted of a 95°C, 1 second
denature step, and a 60°C annealing/extension step for either 30s, 15s or 6s run for
50 cycles. PCR protocols included a final melt-curve stage, run from 60°C to 95°C at
a ramp rate of 0.1°C/sec. Each PCR reaction contained 12.5ul Quanta 2X PerfeCta
SYBR Green Fastmix, 10ng gDNA, and 0.3uM each primer. Final reaction volume
was adjusted to 25ul with nuclease-free water. Cycling threshold (Ct) was manually
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set to a constant value across all runs.

Results: In samples amplified for the 100bp target, Ct values remained relatively low
and end-point fluorescence remained high even when anneal/extension times were
dropped to 6s. However, when anneal/extension times for the 300bp target reactions
were decreased, Ct values rose considerably, with an accompanying increase in
between-run variability and decrease in end-point fluorescence. In addition, some
300bp-target reactions with shorter annealing/extension times demonstrated increased
primer-dimer formation and non-specific amplification relative to target signal in the
subsequent melt-curve analysis. Cycling time was ~50 minutes for the 30 second
anneal/extend protocol, ~38 minutes for the 15 second protocol, and ~30 minutes for
the 6 second protocol.

Conclusion: These findings suggest that intercalating dyes can be effective in fast
PCR protocols if limited or no multiplexing is required. Run times could potentially
reach under 20 minutes by reducing the number of cycles. Short target length is
critical, as longer targets can lead to incomplete extension, weak amplification and
increased non-specific amplification. With proper assay design, intercalating dyes
may prove useful in providing inexpensive, robust qualitative real-time PCR assays in
settings where fast turnaround and low per-sample cost are critical.

Treatment Outcome In Ph-Negative Ber-Abl-Positive Chronic
Myeloid Leukemia (CML) Patients

G. A. Tsaur!, O. Plekhanova', A. Popov', Y. Yakovleva!, T. Riger', A.
Ivanova', Y. Gryaznova', A. Misyurin?, M. Suchkova?, B. Bakirov, L.
Krylova*, S. Meresiy’, M. Shumkova®, Y. Ivanets’, A. Solodovnikov?,

E. Shorikov', L. Saveliev®, L. Fechina'. 'Regional Children’s Hospital

#1, Institute of Medical Cell Technologies, Yekaterinburg, Russian
Federation, *National Research Center for Hematology, Moscow, Russian
Federation, *Republic Clinical Hospital, Ufa, Russian Federation,
“Sverdlovsk Regional Hospital 1, Yekaterinburg, Russian Federation,
’Clinical Medical Sanitary Unit 1, Perm, Russian Federation, ‘Kurgan
Regional Hospital 1, Kurgan, Russian Federation, ’BU Oncology,
Novartis Pharma, Yekaterinburg, Russian Federation, *Ural State Medical
Academy, Yekaterinburg, Russian Federation,

Background. Approximately 1% of the CML patients do not have t(9;22)(q34;q11)
detectable by conventional cytogenetics, but carry BCR-ABL fusion revealed by
fluorescence in situ hybridization (FISH) and/or reverse-transcriptase PCR (RT-PCR).
Imatinib efficacy in this group of patients remains unclear.

Aim. To assess imatinib treatment efficacy in Ph-negative BCR-ABL-positive CML
patients. Methods. Initial diagnostics including chromosome banding analysis (CBA)
and RT-PCR was done in 531 primary CML patients. CBA was performed after 24
hours culture. G-banding was performed by a trypsin-Giemsa method. Karyotypes
were described according to ISCN (2005). At least 20 metaphases for each sample
were analyzed. In Ph-negative patients who had BCR-4BL transcript, FISH assay using
Dual-Colour Dual-Fusion BCR-ABL Translocation Probe (Abbott, USA) was applied
on at least 200 interphase nuclei (I-FISH) and all available metaphases. CBA and FISH
were performed at the time of diagnostics and every 6 months of imatinib treatment.
Measurements of BCR-ABL/ABL transcripts ratio by real-time quantitative PCR were done
every 3-6 months. Point mutations in the BCR-ABL tyrosine kinase domain were detected
by direct sequencing of RT-PCR products. Compete cytogenetics response (CCgR) was
assumed as less than 1% of FISH-positive nuclei (N. Testoni, Blood,2009) Event-free
survival (EFS) was calculated in respect of intention-to-treat and defined as the time from
imatinib beginning until any of the following events occurred: any sign of treatment failure
(according to the European LeukemiaNet criteria (M. Baccarani, JCO,2009)), progression
to AP/BC or death of any reason.

Results. Normal karyotype was detected in 12 newly diagnosed CML patients (2.3%).
However, all of them harboured BCR-ABL fusion revealed by FISH and RT-PCR.
Ph-negative group included 2 males and 10 females with median age of 51 years. 4
patients had el3a2 transcript variant, 8 patients - el4a2. Three FISH patterns were
identified. 9 patients had cryptic insertion of 4BL into BCR gene on chromosome
22. In 2 patients insertion of BCR into ABL gene on chromosome 9 was found. 1
patient had loss of 4SS, 5’ABL and 3’BCR genes with fusion gene formation on
der(22). 7 out of 12 patients received imatinib treatment. 6 of 7 patients achieved
complete hematological response achievement at 3 months. Median number of
BCR-ABL-positive nuclei at 12 months was 22% (range 1-50%), at 18 months 40%
(range 0-92%). Only 1 patient achieved CCgR (assessed by I-FISH). One patient
progressed to AP and died subsequently. None of patients had BCR-ABL mutations.
EFS in Ph-negative CML patients treated by imatinib was significantly lower than in
244 Ph-positive ones, for whom long-term follow-up data was available: 0.14+0.13
vs 0.62+0.03 (p=0.007), while overall survival was comparable in both groups:

Tuesday, July 26, 2:00 pm — 4:30 pm

0.8340.15 vs 0.85+0.02% (p=0.88).

Conclusions. Our data suggested that main mechanisms of BCR-ABL formation in
Ph-negative CML are cryptic insertions of 4BL into BCR, or vice versa. In our series
treatment outcomes in this group were significantly worse in comparison with Ph-
positive CML patients. Resistance in the observed group seems to have BCR-ABL-
independent mechanisms, because of lack of BCR-ABL mutations, duplication or
amplification.

Method Comparison for MGMT Hypermethylation Analysis

1. Lefferts', C. E. Fadul?, G. J. Tsongalis®. 'Dartmouth Medical School,
Lebanon, NH, *Dartmouth-Hitchcock Medical Center / Dartmouth
Medical School, Lebanon, NH,

Introduction: Molecular diagnostic laboratories are facing an increasing demand
for molecular oncology testing. This testing often involves the detection of specific
acquired mutations in DNA extracted from formalin-fixed, paraffin-embedded (FFPE)
tissue blocks for prognostic or predictive purposes. In addition to the growing list
of clinically significant tumor mutations, promoter methylation status of specific
genes is growing in importance in the clinical laboratory, specifically for methyl-
guanine methyl transferase (MGMT). Glioblastoma patients with MGMT promoter
methylation detected in their tumor DNA were found to respond more favorably
when treated with the drug temozolomide. The quality of DNA used in methylation
studies is less than ideal due to the source of tumor DNA (FFPE tissue) and the harsh
bisulfite treatment that often precedes the actual methylation testing. Two methods for
analyzing the methylation status of tumor DNA are evaluated and compared.

Methods: Thirteen glioblastoma DNA samples were isolated from archived FFPE
tissue blocks. MGMT methylation status was determined by a nested PCR approach
in which primers specific for the methylated or unmethylated MGMT promoter
were used in separate PCR reactions. Gel electrophoresis was performed to assess
MGMT methylation status. Additionally, the PyroMark Q24 pyrosequencing platform
(QIAGEN) was used to sequence a region of the MGMT promoter to determine its
methylation status.

Results: Of the thirteen samples tested, the nested PCR analysis identified MGMT
promoter methylation in nine samples (69%) while the remaining four samples (31%)
tested negative for methylation. When the same samples were tested for MGMT
methylation by the pyrosequencing assay, eleven produced results concordant with the
nested PCR results and two samples (positive for methylation by nested PCR) failed
to produce any results, presumably due to poor DNA quality and/or quantity. For the
seven samples positive for methylation by pyrosequencing the percent of DNA with
MGMT methylation in the samples analyzed ranged from 14% to 53%.

Conclusions: DNA methylation testing will likely grow in importance for clinical
molecular laboratories, yet there is a lack of consensus concerning the ideal testing
methodology. The majority of published studies demonstrating correlations between
MGMT methylation status and clinical response used a nested PCR approach similar
to the one used here. This technique, however, may not be suitable for a clinical
laboratory due to the increased risk of contamination and false positive results caused
by the post-amplification manipulation of each PCR in the nested PCR protocol.
Alternate methods such as the pyrosequencing method may be less robust than nested
PCR but can offer a more quantitative analysis of methylation status and a lower risk
of PCR contamination and laboratory error.

To screen mutations in candidate genes of the hereditary cataract
with special morphous

Z.Yin', F. Xiang?, F. Zheng?. /Beijing Chuiyangliu Hospital, Beijing,
China, *Zhongnan Hospital of Wuhan University, Wuhan, China,

Background: Congenital cataract is the main cause of the visual impairment in
childhood. According to the different forms and sites of lens opacity under slit lamp,
congenital cataract can be divided into different categories which include the nuclear
cataract, zonular cataract, blue dot cataract, sutural cataract and cortical cataract
ect. The objective of this study is to investigate the mutation pattern of commonly
morbigenous gene in sporadic special morphous cataract.

Methods: 5 patients with the hereditary special morphous cataract were recruited
in Zhongnan hospital. DNA was extracted by proteinase K method from peripheral
blood of patients. Mutations screening was carried out in the crystallin (CRY)
CRYAs,CRYBs,CRYGs and gap junction protein, alpha 8(GJA8) gene by polymerase
chain reaction and DNAsequencing.
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Results: We failed to find any mutations in CRYAs,CRYBs,CRYGs and GJAS genes.
But we find a singe-base substitution in intron2(5’+75 T—G) of CRYBAL1 in two
patients with blue dot cataract.

Conclusion: The intron2 (5’+75 T—G) of CRYBAI in blue dot cataract patients was
a new single nucleotide polymorphism which could be used as a genetic marker of
these two patients. CRYAs, CRYBs, CRYGs and GJA8 could be exclude for the defect
genes of the patients. We needed to carry further study to reveal the causative genes
of the five patients.

Rapid and Specific Detection and Differentiation of Mycobacterium
tuberculosis (MTB) and Nontuberculosis Mycobacteria (NTM) by
Real-Time PCR and Reverse Blot Hybridization Assay

S. Ohk, M. Kang, S. Hwang, J. Kim, Y. Park. YD Diagnostics, Yongin,
Korea, Republic of,

Background: Rapid and specific techniques to detect and differentiates both
Mycobacterium tuberculosis (MTB) and Nontuberculosis Mycobacterium (NTM)
directly in clinical patients are important for the diagnosis and treatment. Molecular
method using DNA probes and amplification products offer detection of MTB and
NTM directly from clinical specimens. Recently, the real-time PCR assay using
specific detection of the targets by fluorescent probes that is getting the spotlight
in these the diagnosis and management of patients with tuberculosis promotes the
specificity of assays. In addition, another benefit of the real-time PCR assay is the
ability to perform multiplex amplification and detection of targets.

Methods: In this study, we rapid and accurate differentiate both MTB and NTM
at DNA level based on region of difference 9 (RD9), IS67/0 and RNA polymerase
B-subunit (rpoB) genetic region by real-time PCR, and then directly identify the NTM
by reverse blot hybridization assay. Moreover, by including internal control (I.C.), any
PCR blocking elements within the sample can be checked.

Results: Of the 161 clinical samples from patients with tuberculosis, 103 samples
were NTM and 58 samples were MTB, the sensitivity of this real-time PCR assay
for the detection and differentiation of MTB and NTM was 100 and 88.3 %, and
the specificity of MTB and NTM showed the same, respectively. Also, it was shown
that the identification of these clinical samples using reverse blot hybridization assay
corresponded with conventional methods. In addition, direct use of real-time PCR
products at reverse blot hybridization assay was successful in identification of MTB
and M. intracellulare.

Conclusion: These results indicate that the assay using real-time PCR assay is
comparable with commercial kits based on rRNA sequences, notably that of 16S
rRNA (e.g. AccuProbe, Gen-Probe Inc., LiPA; Innogenetics N. V.). The method using
real-time PCR and reverse blot hybridization at diagnisis and treatment can allow for
the accurate and rapid identification of MTB and NTM.

Development of amplicon-based targeted resequencing for large-sized
genes using next generation sequencing technology: an example of
BRCAI/BRCA2

E.K.Ra',S. 1. Cho!, S. Y. Kim', N. S. Kim?, S. Park', H. Park’, S. S.
Park!, M. Seong'. 'Molecular Diagnosis Laboratory, Department of
Laboratory Medicine, Seoul National University Hospital, Seoul, Korea,
Republic of, *’Korea Research Institute of Bioscience and Biotechnology,
Daejeon, Korea, Republic of,

Backgrounds: Next generation sequencing (NGS) technology has a potential to
change current practice in molecular diagnostics. Targeted resequencing of large genes
such as BRCA1/BRCA2 or DMD is an example among various clinical applications of
NGS. Here, we developed an amplicon-based NGS testing for BRCA1/BRCA2 using
the Roche GS Junior platform and evaluated its performance against conventional
Sanger sequencing.

Methods: The BRCA1/BRCA?2 coding regions were amplified using the same protocol
as used in Sanger sequencing. After adapter ligation to index three different samples
with known pathogenic or neutral sequence changes, PCR amplicons were pooled in
equimolar concentrations and sequenced with the Roche GS Junior system.

Results: Four different pathogenic sequence changes including small insertions/
deletions as well as nucleotide substitutions, and fifteen neutral nucleotide substitutions
were successfully identified in each of two separate runs. However, unlike nucleotide
substitutions, insertions/deletions were falsely detected in homopolymer regions
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under analysis criteria to ensure high sensitivity. In addition, read coverage across
exons showed great variability of more than hundred times.

Conclusions: Our results demonstrate that NGS outperforms conventional Sanger
sequencing for targeted resequencing of large gene in analysis times and costs,
although some issues such as coverage variability and homopolymer error remain
to be solved.

Mycophenolic acid modulation of epithelial tight junctions - a
mechanism of gastrointestinal toxicity?

M. Qasim, M. Oellerich, H. Rahman, A. Asif. University Medical Center
Goettingen, Goettingen, Germany,

Background: Gastrointestinal toxicity is a common adverse effect of mycophenolic acid
(MPA) treatment in solid organ transplantation patients with a little understood mechanism.
Using a proteomics approach, we observed a regulation in the myosin light chain 2
(MLC2) expression upon MPA treatment. Myosin light chain (MLC) phosphorylation
and epithelial tight junction modulation lead to defective epithelial barrier function, a
mechanism which is described to be important in some gastrointestinal diseases. The
aim of this study was to investigate whether the MPA is able to disrupt colonic epithelial
integrity via modulating epithelial barrier permeability.

Methods: Human colonic cells were exposed to therapeutic dose of MPA and
expression of MLC and myosin light chain kinase (MLCK) was analysed using
PCR and immunoblotting. Permeability was assessed by measuring transepithelial
resistance (TER) and the flux of paracellular permeability markers (FITC-dextran)
across epithelial monolayers.

Results: MPA increased expression of MLC and MLCK both at transcriptional
and protein level. In addition MLC phosphorylation was also increased after MPA
treatment. Exposure of MPA resulted in increased epithelial permeability in cells
without significant change in cells viability which indicates that tight junction
modulation was not due to cell death.

Conclusion: Our results suggest a modulating role of MPA on intestinal epithelial
barrier permeability through alteration in MLC phosphorylation which leads to the
pathophysiology of intestinal epithelial barrier. Further studies can help to understand
the precise molecular mechanisms of MPA induced tight junction disruption.

Association between two single nucleotide polymorphisms at
corresponding microRNA and schizophrenia in a Chinese population

B. Ying, M. Zou, D. Li, Y. Zhou, C. Tao, L. Wang. Department of Laboratory
Medicine, West China Hospital, Sichuan University, chengdu, China,

Background: Numerous linkage and association studies have been performed
to identify genetic predispositions to the disease in different population, but its
genetic basis remains unclear. Some findings may provide a clue in understanding
the association with abnormal innate immunity in schizophrenic patients. MiRNAs
involve in regulating both schizophrenic and immunity. And single nucleotide
polymorphisms (SNPs) within miRNAs can change their characteristics, resulting
in functional and/or phenotypic changes. In this study, two SNPs (hsa-pre-mir-146a
152910164 G>C and hsa-mir-499 rs3746444 T>C) at two miRNAs were genotyped to
demonstrate their association with susceptibility to schizophrenia.

Methods: Two SNPs were analyzed among 268 Chinese schizophrenia patients and
232 healthy controls by PCR-RFLP and sequencing.

Results: No association was found between the two polymorphisms and schizophrenia
either in cases or in controls. Schizophrenia patients with family history showed
significant increase of the G allele frequency in 1s2910164 in comparison to those
without (p=0.018). And the CC genotype frequency of rs3746444 was also higher in
the patients having hallucinations than those without (»=0.012). In addition, patients
carrying CC genotype of rs3746444 were found to be more lack of motivation
in comparison to normal controls (p=0.042). Allele and genotype frequency of
rs3851179 showed no significant difference between patients and normal subjects or
between patients with and without clinical variables.

Conclusion: Although patients carrying CC genotype of rs3746444 were found to be
easier to develop hallucination and individuals carrying C allele more lack motivation,
there is lacking association between Schizophrenia and the two SNPs at miRNAs,
which may regulate immune response.

Table 1 Comparison of rs2910164 and rs3746444 polymorphisms among patients
with different clinical features and controls
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Frequency Distribution of Single Nucleotide Polymorphisms in the
promoter of p-selectin Gene in Chinese Tibetan and Han population

Y. Ye!, T. Zeng!, X. Li2, Q. Niu!, X. Lu!, Y. An?, H. Jiang!, B. Ying'. ' West
China Hospital, chengdu, China, *Hospital of Chengdu Office, People's
Autonomous Government of Tibetan, chengdu, China,

Background: Chinese Tibetan population have lived in high altitudes for years and
evidence show that they possess heritable adaptations to tolerate environmental
hypoxia, such as high level of RBCs and hemoglobin, which increase the risk of
coronary artery disease (CAD). However, there are no evidences show that Tibetan
have higher morbidity of atherosclerosis or AHD than other ethnic group. Single
nucleotide polymorphisms (SNPs) in P-selectin gene has been proved to be involved
in coronary artery disease,stroke, and other diseases. Difference of frequency
distribution of SNPs in p-selectin gene between Tibetan and Han population is still
unkown. In study,SNPs in promoter region of P- selectin in the Chinese Tibetan and
Han population for the first time to analyze their hereditary difference.

Methods: 303 Chinese Tibetan population and 267 Chinese Han population were
involved in this study and 3 SNPs , -1969 G/A (rs1800805), -2123 C/G rs1800807 and
-1817 T/C rs1800808 were analyzed. The high-resolution melting (HRM) was used to
genotyping samples for the three single nucleotide polymorphisms (SNPs). The HRM
method was optimized on a LightCycler 480 machine, and genotyping was performed
by GeneScan software.

Results: Chinese Tibetan population showed a significant increase of the allele G
frequency in 751800805 in comparison to Chinese Han people (p=0.03).There was
no significant differences in the genotype and allele distribution of rs1800807 and
rs1800808 for the P-selectin gene between Chinese Tibetan and Han population ( P
> 0.05) . Compared with England and American, the distribution had significantly
differences among ethnics ( P <0.001) .

Conclusion: This study identifies that the genotype and allele of 757800805 showed
significant difference between Tibetans and Han population. This frequency difference

may be the result of different ethnics.

Tabl. Gene type and Alleles frequency for promoter region of P- selectin SNPs for
Chinese Tibetan and Han population

303 Chinese Tibetan population  and 267 Chinese Han population
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A novel mutation in APC gene in a Chinese familial adenomatous
polyposis pedigree

G. Song, Y. Yuan, E. Zheng. Zhongnan Hospital of Wuhan University,
Wuhan, China,

Background: Familial adenomatous polyposis is an autosomal dominant disorder
characterized by predisposition to colorectal carcinoma. It is reported that mutations in the
adenomatous polyposis coli (APC, Gene ID: 324) gene are related to autosomal dominant
adenomatous polyposis. The objective of our study is to identify the causative defects
associated with autosomal dominant adenomatous polyposis in a Chinese family.

Methods: Families were ascertained and patients underwent comprehensive
colonoscopic and other clinical examinations. Blood samples were collected and
genomic DNA was extracted. The mutation screening of candidate gene (APC) was
conducted by polymerase chain reaction (PCR) analyses and sequencing.

Results: According to the colonoscopy, we detected numerous of colorectal adenomas
(range 100-1,000) in the patients. The results of direct DNA sequencing revealed a
insertion mutation at codon 610 in exon 15 of APC gene(c.1828 1829insG), which
resulted in frameshift change (p.Asp610GlyfsX23) in all 4 patients, but was absent in
the unaffected persons and 200 normal controls. This mutation produces a truncating
protein, which has only 633 amino acid. APC protein lost biological activities due to
its truncated change.

Conclusion: The heterozygous insertion mutation in APC gene cosegregated with the
FAP disease. Therefore, we could regard it as the pathogenic gene of this Chinese FAP
pedigree. We identified a novel insertion mutation in Chinese population, which can
enrich the germline mutation spectrum of APC gene.

Multiplex fluorescent analysis of five STR for the indirect DMD/BMD
diagnosis

J. Wang, B. Ying, Y. Zhou. West China Hospital, chengdu, China,

Background: DMD[MIM 310200]Jand BMD[MIM 310376] are allelic, X-linked
recessive disorders caused by mutations of the DMD gene [MIM 300377] located
at Xp21.2. DMD/BMD is an X-linked recessive disorder affecting 1 in 3500 (DMD)
and 1 in 30,000 (BMD) male births. DMD is rapidly progressive , with affected boys
being wheelchair-bound by age 12 years and and die early in their third decade of
life from respiratory or cardiac failure. While BMD [MIM 300376] is a milder form
of the disease. Partial deletions and duplications of the DMD gene exons account for
70% of cases of DMD and 85% of BMD,respectively, while the remaining cases are
caused by single point mutations or small rearrangements. Now, it can be directly
detected almost all the partial exons deletions and duplications of the DMD gene by
Multiple ligation-dependent probe amplification (MLPA) developed recently. But, the
rest mutations can not be detected routinely. Here, we report a home-brew linkage
analysis method for the indirect diagnosis of DMD/BMD carrier and patient, which
can be an alternative option while the MLPA failed to detect the mutations directly.
Methods: Four intronic microsatellites(located from the beginning to the end of the
DMD gene) and one marker downstream to the DMD gene were selected, and primers
were designedfor multiplex PCR amplification.

Results: We tested 61 unrelated females, and found that the HF of each loci was
similar to the online Leiden muscular dystrophy database(www.dmd.nl),and the
accumulated heterozygosity of the five maker is 0.99.

Conclusion: This assay provides a rapid method for linkage diagnosis of DMD/
BMD in families where mutations can not be identified .However, considering that
approximately one-third DMD/BMD patients originate through new mutations, it
should be sufficiently aware of the risk before running a linkage analysis in a DMD/
BMD family.

Primers design details

Primer Repeat  Localizationin Primer
name DMD gene Forward Reverse
W2 (TG23 o2 Fam5-CCTGATGTCGATTTGGTTITTS  5-TTAGCTTGCTCTGAGTAAACC-3'

WS (A28 Twods Fam. 5 TCAAGAGATTTC. CAA3 5 3 CTCATTGT3'
Fam-5-ACTGAAGGCTTTGGCCATAT3'  5-GGCAAGTTTCTCTTCGTCAA-S
Fam-5-ATCACTGCCATGGTGAATGAA3  5-CACTTTGGGAGGCTGAGCT-3

49 (ACR4  Inwod9
62 (GAA)27  Intwos2
(TG)IS(A  >200kb 3 of

Ex79 Fam 5 CTGGGACAGAAAGGGTTGAA-3  5-GGCGGATCACAAGGTAAA 3'
D14 exon79
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Rapid UDP-glucuronosyltransferaselA1 (UGT1A1) Gene Mutations
screening by High-Resolution Melting Analysis

X. Nie, J. Wang, G. Li, B. Yin, X. Lu. Department of Laboratory
Medicine, West China Hospital, Sichuan University, chengdu, China,

Objective To design a method to screen the coding regions of UGT1A1 gene by High-
Resolution Melting(HRM) Analysis and confirm the mutation of UGT1A1 gene of a
Crigler-Najjar Syndrome Type2 patient.

Method A male neonatus with Crigler-Najjar Syndrome Type 2 and a normal control
were recruited in this study. We collected their genomic DNA from peripheral blood
leukocytes, designed six PCR primer pairs to amplify coding regions and promotor of
UGT1A1 gene, performed HRM analysis for the amplification products of the patient,
the normal as well as the mixture of the two to screen these regions for mutations, and
sequenced the fragment screened out to confirm the mutation.

Results The melting curves showed a significant difference between the patient and
the normal control in exonl (Fig.1A) while there is no difference in the other regions;
Sequencing analysis revealed that a homozygous ¢211G> A(Fig.1B) located in the
patient ’s exonl.

Conclusion Point mutations of UGT1A1 gene can be screened accurately and rapidly
by HRM analysis and the homozygous G> A mutation at nucleotide211 (Gly71Arg)
in Exonl causes the patient Crigler-Najjar Syndrome Type 2.
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Relative Frequencies Of Polymorphisms Associated With
Thrombophilia In Northern Italy

O. Valentini, L. Pasetti, S. G. Signorini, S. Cresceri, M. G. Marin, A.
Todeschi, B. Milanesi. Hospital of Desenzano, Salo, Italy,

Background: polymorphisms in specific genes have been reported as genetic risk
factors for thrombophilic disorders and they appear to have different prevalence in the
general population. The aim of this work is to evaluate, in our geographical area in
northern Italy, the frequencies of specific polymorphisms associated to thrombophilia
in a not selected population, sent to our laboratory for the evaluation of genetic
predisposition to cardiovascular accidents.

Methods: from June 2009 to January 2011, 653 patients with an age range of 16-
81 years (mean age 40.3 years) were screened. For each patient all the following
genetic variants were analysed: Factor II G20210A, Factor V Leiden G1691A, Factor
V A5279G (Y1702C), 5,10-methylenetetrahydrofolate reductase (MTHFR) C677T,
MTHFR A1298C, by means of TagMan real-time PCR with the commercial kit
“BioDect Pannello Coagulazione”, Biodiversity, Italy. For each patient five targets,
each corresponding to a genetic polymorphism, were analysed in parallel in five
separate tubes. In each amplification mixture both tagged probes for the variant and
normal alleles were present.

Results: 44/653 (6.7%) subjects were homozygotes for normal alleles. Heterozygosis
for prothrombin G20210A polymorphism was found in 34 subjects (in 30 of
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them it was associated with other polymorphisms, only in 4 it was present alone).
Homozygosis was never found. The allele frequency was 2.6%. Factor V G1691A
Leiden polymorphism was found in 40 subjects (2 homozygotes and 38 heterozygotes),
associated with other polymorphisms in 37 cases and present alone in 3 cases. The
allele frequency was 3.2%. Factor V A5279G (Y 1702C) variant was never found. We
observed a very high frequency for C677T and A1298C MTHFR: C677T homozygosis
in 124 cases (19.0%), C677T heterozygosis in 118 (18.1%), A1298C homozygosis
in 51 (7.8%), A1298C heterozygosis in 84 (12.9%), double heterozygosis for both
polymorphisms in 159 cases (24.3%). So, in the analysed population the frequency
of C677T, A1298C and normal allele were respectively 45.3%, 29.7% and 25.0%.
As expected, no association was found between homozygosis for a variant allele
and heterozygosis or homozygosis for the other one. MTHFR polymorphisms were
observed in association with FIT G20210A in 29 cases and with FV Leiden in 36 cases.
An association between FII G20210A and FV Leiden was found in 2 cases.

Conclusion: the observed allele frequencies for FV Leiden and for FII G20210A
polymorphisms are consistent with those reported by other authors in Europe (1.4-
4.2% and 1.0-3.5%, respectively). Also the genotype prevalence and allele frequency
of MTHFR polymorphisms are compatible with some other reports. We observed that
in the tested population the two MTHFR gene variants C677T and A1298C were more
frequent than the normal alleles. These data suggest that MTHFR genotyping, in order
to assess the thrombotic risk, is of questionable clinical utility and might be more
effectively substituted by the analysis of homocysteinemia. In all subjects analysed
we only detected C677T and A1298C in trans configuration and never observed the
same variants occurring in cis. We conclude that this configuration must be at least
very rare.

The relationship between ChREBP gene polymorphisms and
coronary artery disease in Han population

S. Guo, E. Zheng, X. Qiu, N. Yang. Zhongnan Hospital of Wuhan
University, Wuhan, China,

Background: ChREBP regulates lipogenesis and glucose utilization in the liver.
Reports suggested a contradictive association between rs3812316 in this gene and
Triglyceride level. We hypothesized ChREBP gene polymorphisms be associated with
CAD.

Methods: The ChREBP gene polymorphisms were analyzed by polymerase chain
reaction-restriction fragment length polymorphism (PCR-RFLP) methods in 200
controls and 310 CAD patients in Chinese Han population. Serum lipids and glucose
concentrations were measured in all subjects.

Results: The rare allele G at the rs3812316 site was significantly lower in the CAD
group after adjusting (OR*=0.589, 95% CI=0.361-0.961, P =0.034). No significant
difference between cases and controls was found in genotype or allele distributions of
rs7798357,rs17145750 and rs1051921 between controls and patients. Haplotype CGC
was significant higher in CAD group (P<0.01, OR=2.364, 95%CI=1.608~3.474),
haplotypes GGC, CGT, CCC were significant lower in CAD group (P<0.05). And
we did not find any statistically signicant associations between SNPs and lipids and
glucose levels in the control and CAD group.

Conclusion: rs3812316 and the haplotypes constructed based on the SNPs in ChREBP
gene appeared to be related to susceptibility to CAD in Chinese Han population.
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Characterization of reference material NMIJ 6201-a, C-reactive
protein (CRP) in solution and recombinant '*N-labeled CRP as
reagents in isotopic-dilution mass spectrometric quantification

E. L. Kilpatrick, W. Lao, J. E. Camara, D. M. Bunk, I. V. Turko, K. W.
Phinney. National Institute of Standards and Technology, Gaithersburg, MD,

Background: This study sought to determine the fitness of two proposed reagents for
use in the development of an isotopic-dilution mass spectrometric (IDMS) approach
to the quantification of C-reactive protein (CRP) in serum. IDMS quantification
requires both a standard protein of the analyte in question, with sufficient purity and
known concentration, as well as an isotopically-labeled form. It is proposed to use the
certified reference material produced by the National Metrology Institute of Japan,
CRM6201-a, C-reactive protein in solution, as the standard material. CRM6201-a is a
recombinant form of CRP expressed in bacteria. As part of the study, an isotopically-
labeled form of CRP was generated by recombinant expression in yeast under
conditions of enriched isotopic nitrogen (**N) using standard techniques and purified
by phosphorylcholine binding. As both of these reagents are of recombinant origin, it
is necessary to demonstrate that these forms respond similarly to CRP of human origin
in the steps of the analytical process. The successful characterization of these reagents
will allow for the development of a method of higher order for CRP in serum, for
which none currently exists, and would serve to provide greater harmonization within
the in vitro diagnostic industry.

Methods: CRM6201-a was compared against two native forms of purified human
CRP, of either human serum or pleural fluid origin. A concentration curve was
generated for each material in turn with an appropriate amount of internal standard
added to all samples. The material was affinity purified, digested and analyzed by
liquid chromatography tandem mass spectrometry (LC-MS/MS) using up to 5 distinct
peptides with at least 2 products per peptide. The percentage of N incorporation
was determined by comparison of the matrix-assisted laser desorption ionization MS
spectra of four tryptic peptides from the labeled internal standard with a calculated
isotopic distribution using custom software.

Results: : Regression parameters of the three sources of CRP (CRM6201-a, serum,
pleural) were not significantly different among three replicates with average values
of: slope 5.6, 5.7, 5.1 ; intercept 0.008, 0.053, 0.051 ; 2 0.9967, 0.9906, 0.9975,
respectively for each source. A similar experiment performing only digestion
likewise produced parameters which were very similar between the CRP types and
also exhibiting a high degree of linearity ( r> > 0.99). Analysis of the percent N
incorporation was determined to be 98.2 % (%CV= 0.3) with a Pearson correlation
coefficient of 0.9986 (%CV=0.14) based on using four tryptic peptides. Software was
validated by confirming that the expected value of "N incorporation was obtained
using the spectra of a peptide having a natural isotopic distribution.

Conclusion: NMIJ 6201-a, CRP in solution responds in a similar manner as two
native forms of CRP in both digestion and affinity purification/digestion methods.
This indicates the reference material is suitable for use in CRP metrology. The labeled
internal standard in all cases yielded a high degree of linearity indicating that the
internal standard is proportionally equivalent among all of the CRP sources and is
likewise suitable for CRP metrology, particularly with such a high percentage of
labeled nitrogen.

Clinical Mass Spectrometry to Quantify Therapeutic and Endogenous
Cardenolides with Anti-cancer Properties

S. M. Truscott, D. W. Wilkey, B. Bogdanov, M. L. Merchant, R. Valdes.
University of Louisville, Louisville, KY,

Background. Digoxin is a plant-derived cardenolide used to treat cardiac arrhythmias,
yet several studies indicate that some cancer patients treated with digoxin respond
more favorably to cancer therapies. Our lab has shown that the endogenous
mammalian cardenolide, digoxin-like immunoreactive factor (DLIF), found in blood
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can selectively induce apoptosis in cancer cell lines, but not in untransformed cells.
This suggests that DLIFs may be novel functional indicators of the endogenous
anti-tumor response. These endogenous compounds are very difficult to purify and
are detected using anti-digoxin antibodies which are inherently neither specific nor
sufficiently sensitive for measuring DLIF in serum. Mass spectrometry could provide
a reliable, sensitive, and specific alternative. The ultimate objective of this project
is to develop a rapid and accurate clinical LC-MS/MS method for measuring DLIF
and dihydro-DLIF concentrations in blood. This abstract reports the initial stage of
the project - the development of a clinically validated mass spectrometry method to
quantify the plant-derived cardenolides digoxin and dihydrodigoxin as surrogates for
DLIFs.

Methods. A Thermo LTQ FT Fourier-transform ion cyclotron resonance mass
spectrometer (FTICR-MS) with nano-ESI source was used to analyze and quantify
digoxin and dihydrodigoxin in methanol in FT-MS mode. To increase analytical
sensitivity, a Thermo TSQ triple quadrupole tandem mass spectrometer was used
for detection. Digoxin standards were directly infused for tuning and selection
of fragmentation conditions for selective reaction monitoring. Digoxin standards
(with deuterated digoxin as internal standard) were injected over a C18 reversed-
phase column into the AP-ESI source of the Thermo TSQ using an Agilent HPLC
binary pump. Digoxin retention time was 1.7 min during isocratic elution with 40%
acetonitrile, 10 mM NH,OAc. Instrument response to digoxin was calibrated by
calculating the ratio of digoxin and digoxin-D, peak areas.

Results. The FTICR-MS system detected digoxin as the sodium adduct (803.4 m/z)
with digoxin-D, (806.4 m/z) as internal standard. The calibration was linear (1> =
0.995) over a range of 1-10 ng/mL. Dihydrodigoxin was also detected as the sodium
adduct (805.4 m/z) using digitoxin (787.4 m/z) as internal standard with linearity
(r* = 0.988) from 1-10 ng/mL. The LC-MS/MS system using the TSQ gave greater
sensitivity (lower limit of detection ~0.1 ng/mL) with selective reaction monitoring
transitions of m/z 798/651 for digoxin and m/z 801/654 for digoxin-D,. Calibration of
digoxin on this system was linear (1> = 0.9828) from 0.4-10 ng/mL, and the coefficient
of variation at the lower end of the dynamic range was <15%.

Conclusions. We have optimized parameters for measurement of both digoxin and
dihydrodigoxin in methanol using the FTICR-MS system. The improved sensitivity
of approximately 0.1 ng/mL digoxin observed using the TSQ system, as well as the
capacity for separating serum components effectively by HPLC, now sets the stage for
optimization of a sensitive and specific method for measurement of the endogenous
DLIFs in serum using LC-MS/MS technology. Supported by NIEHS P30ES014443,
KSEF Grant #148-502-10-263, and NSF/EPSCoR Grant #EPS-044749

Measurement of 25-hydroxyvitamin D3 and C3-epi-25-
hydroxyvitamin D3 using UPLC/MS/MS in paediatric and adult
populations

L. J. Calton', B. J. Molloy', B. Keevil?, D. P. Cooper'. ' Waters
Corporation, Manchester, United Kingdom, *Univeristy South Manchester
Hospital, Manchester, United Kingdom,

Background: The C3-epimer of 250HD has been identified as a potential interference
in the assessment of vitamin D sufficiency, although the clinical significance remains
unclear. In 2006, Singh ef al described a chiral chromatography method to partially
separate these compounds. The study concluded that the C3-epimer was primarily
detected in infants and not adults. More recently, NIST described a candidate reference
procedure for the measurement of 250HD in serum using extended reversed-
phase HPLC tandem mass spectrometry that demonstrated baseline resolution of
the C3-epimer from 250HD3. In this study we developed a UPLC reversed-phase
chromatographic separation of 250HD3 from C3-epi-250HD3 to determine the C3-
epi-250HD3 concentrations in paediatric and adult populations.

Methods: 156 anonymized adult and 62 paediatric (age 0-9years) serum samples
from the North West of England were analysed using an established semi-automated
SPE-UPLC/MS/MS. Serum samples and calibrators were placed on a robotic liquid-
handling system and identified by bar code to be tracked throughout the extraction
procedure. Tri-deuterated 250HD2 was used as an internal standard for C3-epi-
250HD3, as it eluted closer to the retention time for the C3-epimer compared to the
250HD3 internal standard, to compensate for any matrix effects upon the ionisation of
the molecule. The internal standard was added to the dispensed samples prior to protein
precipitation. Following centrifugation (off-line), the supernatant was transferred to a
conditioned Oasis® pElution SPE plate and washed. The retained analytes were eluted
by the liquid-handling system and the eluant was chromatographed using a Waters
ACQUITY UPLC® with a Zorbax SB-CN column (2.1x50mm, 1.8um) with a water/
methanol/ammonium acetate gradient. A Waters TQD mass spectrometer was used to
quantify 250HD3 and C3-epi-250HD3, monitoring two transitions for each analyte.
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Levels of 250OHD2 were quantified separately to provide a total 250HD concentration
for each sample. All determined concentrations were traceable to NIST SRM 972.

Results: The assay was linear over the range 0.76 - 37.7ng/mL with coefficient of
determination (r?) >0.997. The calculated mean total 250HD concentrations for
the adult and paediatric samples were 14.7ng/mL and 19.6ng/mL respectively. The
calculated C3-epi-25-OHD concentrations ranged from 0-3.48ng/mL (median 0.49ng/
mL, mean 0.66ng/mL) in this adult population and from 0-4.98ng/mL (median 1.09ng/
mL, mean 1.31ng/mL) for the paediatric population. The C3-epimer contributed
0-16.24% to the total 25-OHD concentration (median 4.23%; mean 4.34%) for the
adults and 0-26.52% (median 5.77%; mean 7.46%) for the paediatric samples. The
paediatric mean was lowered to 4.89% when individuals <1 year olds were excluding
from the study. Using non-parametric statistics (CLSI C28-A) a reference range was
established for this adult population at the 95% interval the lower and upper limits
were 0.073ng/mL and 2.851ng/mL respectively.

Conclusion: C3-epimer-250HD3 was detected in 90% and 93% all adults and
paediatric samples tested respectively. Using the method presented here, 78% of the
adult and 42% of the paediatric population would be considered insufficient (Total
250HD <20ng/mL).

Development and validation of an isotope dilution tandem mass
spectrometry method for the simultaneous quantification of
3-iodothyronamine, thyroxine, triiodothyronine, reverse T3 and
3,3’-diiodo-L-thyronine in Human serum

L. T. Nguyen', J. Gu?, O. P. Soldin®, S. J. Soldin®. 'NMSLabs, Willow
Grove, PA, *Bioanalytical Core Laboratory, Georgetown Clinical
Research Center, Georgetown University, Washington, DC, *Department
of Medicine and Department of Oncology, Lombardi Cancer Center, and
Center for Sex Differences, Georgetown University, Washington, DC,
*NMSLabs and Bioanalytical Core Laboratory, Georgetown Clinical
Research Center and Department of Pharmacology, Georgetown
University, Washington DC, Willow Grove, PA,

Background: The thyroid hormones, thyroxine and triiodothyronine, their metabolites
reverse T, and diiodothyronines, are important in regulating a number of biological
processes. The thyronamines are decarboxylated and deiodinated metabolites of the
thyroid hormones. At high concentrations 3-lodothyronamine (T, AM) has been shown
to decrease heart rate and lower blood pressure in rats and at lower concentrations it
opposes the effects of T, A sensitive and selective analytical method is required to
fully understand the physiology and pharmacology of T,AM, especially in humans.

Objective: The goal of the study was to develop an isotope dilution tandem mass
spectrometry method to simultaneously measure TAM, T, T,, rT,and 3,3°-T, in
human serum, which would be the first to enable the quantification of endogenous
T1AM in human serum.

Methods: An API-5000 tandem mass spectrometer equipped with TurbolonSpray
source and Shimadzu HPLC system was employed. 100 puL of human serum was
deproteinized by adding 150 pL of acetonitrile containing labeled internal standards.
The supernatant was diluted with 500 uL de-ionized water and a 300 pL aliquot was
injected onto an Agilent ZORBAX SB- C-18 column (2.1x30mm 1.8 Micron). After
washing the column for 4.5 minutes with mobile phase A (.01% formic acid in 98
% water, 2% methanol) at the flow rate of .25 mL/ minute, the switching valve was
activated and the analytes of interest were eluted into the mass spectrometer with
a gradient of 35% mobile phase B (methanol with .01% formic acid) to 64% B in
2.5 minutes then 80 % B in 2.4 minutes. Finally the column was washed with 100
%B for 1.5 minutes before equilibration for the next injection. Quantification by
multiple reaction-monitoring (MRM) analysis was performed in the positive mode.
The ESI source was operated with ionspray voltage at 5500 V and heated temperature
at 650°C. Gas settings were as follows: curtain gas 35, collision gas 4, nebulizer and
heated gas 50. Retention time and ion pair for each analyte, its internal standard and
compound dependent parameters was listed below:

T AM (7.2, m/z 356.2/212.1), T AM- d, (7.2, m/z 360.1/216.1) DP=86, CE=24
CXP=19

3,3°-T, (8.56, m/z 525.9/382.4), 3,3’-T,-"c, (8.56, m/z 531.9/388.4) DP=80 CE=26
CXP=15

T, 1T, (8.83, 9.2, m/z 651.9/606.1), T,-PC,, rT,-"C, (8.83, 9.2, m/z 657.9/612.1)
DP=120 CE=29 CXP=13

T, (9.4, m/z 777.9/634.3), T,-°C, (9.4, m/z 783.8/640.2) DP=120 CE=37 CXP=21
Results: The within-day CVs were < 8.9 % and between-day CVs were between 1.6%
and 7.6 % for all analytes. Recovery ranged from 92.8% to 95.4%. Good linearity was
obtained within the concentration range of 5-300 pg/mL for T AM, 5-300 pg/mL for
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3, 3’-T,, 2.5-300 ng/dL for T, and rT, and 0.6-18 pg/dL for T,. The lower limits of
detection (LLOD) were 2.5 pg/mL for T,AM and 3, 3°-T,, 1.0 ng/dL for T, rT, and
0.15 pg/dL for T,

Conclusions: A sensitive, simple, accurate, and specific isotope dilution tandem mass
spectrometry method was developed and validated for the simultaneous measurement
of TAM, T,, T,, rT,and 3,3°-T, in human serum. Reference intervals for each of the
analytes were determined

A streamlined method for methylmalonic acid (MMA) quantitation in
serum using automated supported liquid extraction and LC-MSMS
and correlation of MMA and vitamin B12 Results

J. C. Drees, J. Liang, C. Hoke, T. Lorey. Kaiser Permanente Regional
Laboratroies, Berkeley, CA,

Background: Methylmalonic acid (MMA) is a biochemical marker for an inborn
error of metabolism or vitamin B12 deficiency. It is a sensitive test of the functional
adequacy of vitamin B12 since it is often the first analyte to be elevated in sub-
clinical deficiency. Many currently used methods include manual sample processing
and chemical derivatization. We developed a highly-automated method that does not
require derivatization using supported liquid extraction and liquid chromatography
tandem mass spectrometry (LC-MSMS). Our lab performs approximately 10,000
vitamin B12 tests per month, of which less than 2% are abnormal (reference range
>200 pg/mL) and less than 10% are borderline (200-300 pg/mL).

Methods: Using a liquid handling robot, patient serum samples were diluted with
deuterated internal standard (MMA-d3) in water and 5% HCI then extracted using
supported liquid extraction in a 96-well format. After evaporation and reconstitution
in 10% methanol and 0.4% formic acid, samples were injected onto the LCMSMS.
A 5 um 150x3.2 mm organic acids column was used to separate MMA from succinic
acid, an isobaric interferent. Isocratic separation was used with 10% methanol and
0.4% formic acid. The run time was 4.5 minutes. Electrospray ionization in the
negative ion mode was used. The B12 assay is by chemiluminescent immunoassay
(SIEMENS Immulite 2000). Results from patients where both MMA and B12 tests
were ordered were compared.

Results: Daily calibrations between 0.1 and 40.0 umol/L were reliably linear and
reproducible. Intra- and inter-assay CVs for at least 20 measurements of three
concentrations (0.1, 2.0 and 10.0 umol/L) were 1.4-5.7% and 6.4-9.9%, respectively. There
was no interference from succinic acid. Recovery was 87% and the limit of quantitation
was 0.1 umol/L. Preliminary results indicate that only one third of abnormal or borderline
B12 results were also abnormal for MMA (reference range </=0.3 umol/L) and two thirds
of abnormal MMA results were normal (>300 pg/mL) for B12. For abnormal MMA
results (median 0.5 umol/L), the median B12 result was 379 pg/mL.

Conclusions: This is a simple and robust method for MMA quantitation that
requires minimal hands-on processing and no derivatization. A similar LC-MSMS
method in production in our laboratory that uses manual sample processing requires
approximately seven hours of hands-on time. The adoption of liquid handling
automation and 96-well format for this method has reduced hands-on time to less than
three hours. Having recently internalized MMA, B12 and MMA results will continue
to be monitored to evaluate order utilization and the reference range and borderline
region for vitamin B12.

Metabolomic Analysis of Cushing’s Syndrome by QTOF LC-MS

M. L. Sampson', M. VanDeventer!, J. Gu', T. Snyman? A. T. Remaley'.
!National Institutes of Health, Bethesda, MD, ’NHLS University of
Witwatersrand, Johannesburg, South Africa,

Background: Cortisol, which is increased in Cushing’s Syndrome, plays a key
role in several different metabolic pathways and is known to regulate hundreds of
genes. To characterize the biochemical changes that occur in Cushing’s Syndrome,
we developed a metabolomic screen of urine, using an Agilent 6540 QTOF LC-MS.

Methods: Urine from 5 subjects with Cushing’s syndrome (urine free cortisol range
59-1604 ug/24hr) and 6 healthy control subjects (urine free cortisol less than 45
ug/24hr) were deproteinized with 50% acetonitrile, diluted 20 fold and analyzed in
triplicate by 4 different methods. To optimize measurement of hydrophobic analytes
a C-18 reverse phase column was run in both positive and negative ion mode. To
optimize measurement of hydrophilic analytes an aqueous normal phase type C silica
column (Diamond Hydride) was run in both positive and negative ion mode. Data was
collected in MS mode from 50-1700 m/z over a 10-20 minute gradient and analyzed
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by Mass Hunter and Mass Profiler Professional software (Agilent).

Results: By principal component analysis, all 5 subjects with Cushing’s Syndrome
were found to cluster in a different position compared to normal subjects for each of the
four different methods. Using the automated feature finding in Mass Hunter Qualitative
analysis generated a range from 7,500 to 35,000 compounds during the first pass analysis.
These lists were pared down by filtering to remove background noise (compounds present
in the blanks) and any compounds not present in all 3 replicates of the samples. After
further filtering for compounds that consistently differed by more than 10-fold and that
had a significant t-test p value <0.05 between the normal and Cushing’s, between 400-
1200 different compounds were found with each procedure. Approximately one third of
the peaks were identified based on their molecular mass using the Metlin database. Over
25 differentially expressed metabolites of cortisol , steroid hormones, bile acids, and other
glucocorticoids were identified. In addition, the compounds ubiquinone, aldosterone,
ceramide, dihydrosphingosine, and N-methylhistamine which have previously been
described to be altered with Cushing’s Syndrome were significantly elevated in the
patient group. The following differentially expressed metabolites were also tentatively
identified but will require confirmation by MS/MS analysis and the testing of additional
samples: Homolanthionine, Dihydrodipicolinic acid, L-Cysteinylglycine, Niacinamide,
Homocarnosine.

Conclusion: For those patients treated surgically, the monitoring of the normalization
of the differentially expressed metabolites by the various types of cortisol replacement
therapy may be useful for determining the adequacy of treatment. In summary, a
relatively simple procedure for the accurate mass QTOF LC-MS analysis of urine
that detects more than 1000 low molecular weight analytes has been developed. The
characterization of the metabolon of various diseases, including Cushing’s Syndrome,
may provide new insights into the pathogenesis, diagnosis and treatment of disease.

Analysis of a Panel of Steroids Using Micro-Flow Chromatography
Tandem Mass Spectrometry

M. Jarvis, S. Beaudet. AB SCIEX, Concord, ON, Canada,

Background: An analytical method has been developed to perform quantification of a
group of steroids - dehydroepiandrosterone sulfate (DHEAS), Dehydroepiandrosterone
(DHEA), Cortisol, Corticosterone, 11-Deoxycortisol, Androstenedione, Testosterone,
17-OH-Progesterone, Progesterone, and Estradiol - using micro-flow chromatography
interfaced to a tandem mass spectrometer. The use of micro-flow chromatography
offers several key advantages: reduced solvent consumption, increased sensitivity of
the method compared to conventional HPLC, and reduced chromatographic run-time.

Methods: A rapid and sensitive analytical method has been developed to leverage the
benefits of micro-flow chromatography tandem mass spectrometry for the analysis of
a panel of steroids. For each of the 10 steroid analytes monitored, a deuterated internal
standard was employed to account for matrix and ionization effects. The compounds
were extracted from 200uL of human serum by protein precipitation extraction.
After dilution the extracts were analyzed by micro-flow chromatography-API/MS/
MS. Total run time was less than 10 minutes, which is significantly shorter than the
equivalent analysis performed under conventional HPLC conditions.

Results: The quantification of a group of steroid analytes - dehydroepiandrosterone
sulfate (DHEAS), Dehydroepiandrosterone (DHEA), Cortisol, Corticosterone,
11-Deoxycortisol, Androstenedione, Testosterone, 17-OH-Progesterone,
Progesterone, and Estradiol - using micro-flow chromatography interfaced to a
tandem mass spectrometer, has proven to be both robust and reproducible. Measured
accuracies and precisions were acceptable over a linear range of approximately 3
orders of magnitude. This method offers the additional benefits of reduced solvent
consumption, increased sensitivity, and reduced chromatographic run-times.
Furthermore, the use of micro-flow chromatography permitted the use of significantly
smaller injection volumes - an important consideration for analyses where sample
volume may be limited.

Evaluation of Two Immunoaffinity Extraction Products for LC-MS/
MS Analysis of Serum 10,25-dihydroxyvitamin D

C. Yuan', J. Kosewick!, X. He?, M. Kozak?, S. Wang'. 'Cleveland Clinic,
Cleveland, OH, ThermoFisher Scientific, San Jose, CA,

Background: Vitamin D plays important roles in bone health and a variety of other
pathophysiological conditions, and it has two common forms (D2 and D3). 10,25-
dihydroxyvitamin D [1,25-(OH),D] is the active metabolite of vitamin D, and its
measurement is very challenging due to its low circulating concentration and presence
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of interfering substances in serum. In this report, two immunoaffinity extraction
products were evaluated to purify 1,25-(OH),D in serum prior to LC-MS/MS analysis.

Methods: Immunoaffinity extraction products were from Immundiagnostik AG
(ImmunoTubes, designed for LC-MS assay) and Immunodiagnostic Systems Limited
(IDS antibody beads, designed for immunoassay). In the InmunoTube method, 500
puL serum samples and 25 pL hexadeuterated internal standards were added directly
to the immobilized antibody, and incubated for 60 min. After three washes with
water, 1,25-(OH),D was eluted with 400 pL of reagent alcohol. Samples were dried
and resuspended in 100 pL of 70/30 methanol/water. In the IDS antibody method,
serum samples were protein precipitated with equal volume of acetonitrile and further
purified with SPE. Eluate from SPE was dried, resuspended in PBS buffer containing
5% methanol, and incubated with 400 pL IDS antibody beads slurry in a spin column
for 90 minutes. The subsequent washing and elution steps were the same as the
other method. It is noteworthy that modified extraction procedures were used for
both products compared to the manufactures’ recommendations. Forty uL of sample
prepared with either method was subjected to LC-MS/MS analysis operated in the
MRM mode. Chromatographic separation was achieved on an Onyx Monolithic C18
column with a gradient mobile phase buffers consisted of methanol and water with 0.5
mM lithium acetate. The lithium-adducts of 1,25-(OH),D were monitored because of
its improved sensitivity in the positive ESI mode.

Results: Both immunoaffinity methods completely removed co-eluting isobaric
interference peaks. Significant ion suppression was observed only with the IDS
antibody method. Using the ImmunoTube method, the analytical measurement range
(AMR) was 3.4-206.2 pg/mL for 1,25-(OH),D, and 3.9-212.6 pg/mL for 1,25-(OH),D,
with an accuracy of 89.8-98.4% and 97.5-115.7%, respectively. With the IDS
antibody, the AMR was 15.8-277.9 pg/mL for 1,25-(OH),D, and 13.9-238.2 pg/mL for
1,25-(OH),D, with an accuracy of 95.2-113.6% and 95.7-120.2%, respectively. Inter-
assay and intra-assay CVs were 2.5%-7.0% for the ImmunoTube method and 6.0-
13.8% for the IDS antibody method. Further evaluation of the ImmunoTube method
by comparing with a radio immunoassay using 40 patient samples showed a linear
Deming regression slope of 0.751, a y-intercept of 0.84 pg/mL, an r value of 0.7909,
and a mean percentage bias of -27.1%. Comparison of the ImmunoTube method with
a reference LC-MS/MS assay (n=20) showed a slope of 1.020, a y-intercept of 1.32,
an r value of 0.9797, and mean percentage bias of -2.9%.

Conclusion: Both immunoextraction products removed interferences present in the
human serum. Immunoaffinity extraction with the ImmunoTubes was the method
of choice because of its simplicity and superior performance. With this sample
preparation technique, a simple LC-MS/MS method was developed to quantify serum
1,25-(OH),D with the highest selectivity and sensitivity reported so far.

Separation of Isobaric Steroids Using Differential Mobility
Spectrometry Tandem Mass Spectrometry

M. Jarvis, A. Taylor, D. Caraiman, Y. LeBlanc, B. Schneider. 4B SCIEX,
Concord, ON, Canada,

Background: Tandem mass spectrometry has become increasingly popular as
an analytical technique primarily due to the additional selectivity that is provided
compared to single-stage MS and other techniques. Despite this increased selectivity,
there are nevertheless many application areas where still greater selectivity is desired,
primarily due to the structural similarities of target compounds. The analysis of
steroids is just such an application, as many of these compounds are very similar in
structure and may have identical chemical composition, making it virtually impossible
to separate these species even by accurate-mass measurements. In the work presented
here an orthogonal separation technique has been utilized to differentiate between
isobaric steroids, using Differential Mobility Spectrometry (DMS) prior to analysis
by LC-MS/MS.

Methods: A fast LC-MS/MS method was developed for the analysis of a group of
steroids using the AB SCIEX TripleQuad™ 5500 mass spectrometer coupled to a
Shimadzu Prominence HPLC system. The method employed an MRM scan for the
detection of target compounds. A Differential Mobility Spectrometry (DMS) cell
with a planar geometry was interfaced to the front end of the mass spectrometer,
to enable the separation of isobaric steroids. Separation was accomplished by
leveraging differences in the high-field and low-field mobility of the analytes. Since
it was possible to completely separate compounds having identical MRM transitions
by utilizing the DMS cell, chromatographic separation of isobaric steroids was not
required, which enabled the use of a very rapid chromatographic method.

Results: The use of a planar geometry Differential Mobility Spectrometry (DMS)
device, interfaced to a tandem mass spectrometer, has enabled the complete
separation of isobaric steroids prior to analysis by LC-MS/MS. An example of a
pair of isobaric steroids that were successfully separated using this novel technology
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are testosterone, m/z 289, and dehydroepiandrosterone (DHEA), m/z 289. In the
absence of the DMS device, when both compounds are present in a sample the MRM
transitions used to monitor DHEA (289/271 and 289/253) display chromatographic
peaks corresponding to both testosterone and DHEA. Thus, in order to avoid the
false detection of DHEA in the presence of testosterone, it is absolutely essential to
achieve baseline chromatographic separation of these two compounds. In contrast,
when the DMS cell is turned on, the MRM transitions used to monitor DHEA are
completely free of interference from testosterone. As a result, it is no longer necessary
to chromatographically separate these two compounds when the DMS device is
employed, and the chromatographic run-time may be shortened significantly. We have
compared the performance of the DMS device under conditions of various relative
concentrations for a variety of different isobaric steroids.

Conclusion: The use of a planar geometry Differential Mobility Spectrometry (DMS)
device, interfaced to a tandem mass spectrometer, has allowed the separation of
isobaric steroids by introducing an orthogonal mode of selectivity. This configuration
has permitted significant increases in sample throughput, as chromatographic
separation of isobaric compounds is no longer a requirement.

A simple and fast liquid chromatography-tandem mass spectrometry
method for the measurement of plasma arginine, symmetric
dimethylarginine and asymmetric dimethylarginine

J. M. El-Khoury, D. R. Bunch, S. Wang. Cleveland Clinic, Cleveland, OH,

Background:  Symmetric  dimethylarginine (SDMA) and asymmetric
dimethylarginine (ADMA) are methytransferase modified arginines liberated during
protein catabolism. SDMA is a competitive inhibitor of arginine uptake and ADMA
inhibits nitric oxide synthase. Both have been shown to be related to cardiovascular
disease, while SDMA has also been identified as a biomarker for renal insufficiency.

Objective: To develop a short liquid chromatography tandem mass spectrometry method
for measuring plasma arginine, SDMA and ADMA with a simple sample preparation.

Methods: EDTA plasma (75pL) and internal standard (75pL; L-Arginine-"C, and
ADMA-d, in water) were vortexed then protein precipitated with methanol (0.5mL).
After centrifugation at 13,000 g for 10 minutes, the supernatant (0.2mL) was
transferred to a sample vial and vortexed with 0.7mL of methanol:25mM ammonium
formate with 1 % formic acid (68:32v/v). The resulting solution (25uL) was injected
onto a Polaris Si-A analytical column (Varian; Sp, 100 x 4.6mm) in a TLX2 system
coupled to a Quantum Access mass spectrometer. The mass spectrometer was set
at positive electrospray ionization. Quantification was based on peak area ratios of
arginine (m/z 175.1->70.5) to Arg-"C (m/z 181.1->74.5) and SDMA (m/z 203.1-
>172.2) and ADMA (m/z 203.1->46.7) to ADMA-d, (m/z 210.2->77.5).

Results: The analytical run time was 5 minutes per injection. No significant ion
suppression was observed. The method was linear over the ranges of 0.90-80.0 pg/
mL, 10.5-994.9 ng/mL, and 30.7-981.7 ng/mL for arginine, SDMA and ADMA,
respectively. Analytical recovery ranged between 88.4-111.4% for all analytes over
the linear ranges. Precision was evaluated using EP10-A3 protocol by running
30 replicates of low, medium and high concentrations over 5 days (Table 1). No
significant carryover was observed up to 80 pg/mL, 1,258 ng/mL and 1,059 ng/mL of
arginine, SDMA and ADMA, respectively.

Conclusions: This validated LC-MS/MS method involved a simple sample
preparation and a short chromatography time.

Total and intra-assay precision (EP10-A3)

Precision Arginine (ug/mL) |[SDMA (ng/mL) ADMA (ng/mL)
Level 4.03110.51 (17.01 |73.58 {161.74 1252.70 |52.04 {122.12 1190.98
Total %CV 3.6 13.56 (3.98 |[5.96 [6.04 |4.63 [13.49 [10.99 |[7.22

Intra-assay %CV|2.73 |2.64 (2.36 4.32 |3.43 299 ]10.56 (8.31 |5.29

A routine method for simultaneous measurement of blood
immunosuppresive drugs and serum 25-hydroxyvitamin D
concentration employing a single LC-MSMS system

T. Law, J. Dunn, M. Kellogg. Children's Hospital Boston, Boston, MA,

Background: Sirolimus, tacrolimus and cyclosporine are commonly used
immunosuppressive drugs (ISD) after transplantation, and total 25-hydroxylvitamin
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D (D) is a high volume test. It is our desire to combine these two different methods to
be run routinely onto one mass spectrometer instrument.

Methods: For ISD, 50ul of whole blood sample, standard or control is
mixed with 50ul of 25mM ZnSO4 briefly and then mixed vigorously with
200ul methanol:acetonitrile=70:30 containing internal standards of 5ng/ml
32-desmethoxyrapamycin and 20ng/ml ascomycin. Samples were centrifuged for 10
minutes at 13000 rpm, and 30ul of the supernatant was injected into the Aria TLX-
2 (Thermo Fisher Scientific) for online cleanup (Thermo: Cyclone-P 0.5x50mm
column) at flow rate 3ml per min with 15mM ammonium acetate/0.1% formic
acid:methanol=80:20 and then eluted (Thermo: Hypersil GOLD 50 x 3 mm column)
at flow rate 0.75ml per min with 100% methanol/I5mM ammonium acetate to API-
5000 (AB Sciex) mass spectrometer for analysis. For D, 50ul of serum sample,
standard or control is mixed vigorously with 200ul acetonitrile containing internal
standard of 10ng/ml d6D3. Samples were centrifuged for 5 minutes at 13000rpm,
and 50ul of the supernatant was injected into the TLX-2 for online cleanup (Thermo:
Cyclone-P 0.5x50mm column) at flow rate 1.5ml per min with 0.05% formic
acid:methanol=80:20 and then eluted (Phenomenex: Kinetex 50x 4.6mm, 2.6um
column) at flow rate 0.7ml per min 0.05% formic acid:methanol=7:93 to the API-
5000. Total time is 5 min for simultaneous results in each method sharing the same
mass spectrometer employing atmospheric pressure chemical ionization.

Results: The assay is linear up to 100ng/ml and sensitivity to 0.5ng/ml for sirolimus
and tacrolimus. For cyclosprine, the assay is linear up to 2000ng/ml, and sensitivity to
10ng/ml. For Vitamin D2 and D3 the assay is linear up to 100ng/ml, and sensitivity to
Ing/ml. Day-to-day precision (%CV) ranged from 5.6 % to 8.5 %. Patient correlation
studies using this method and established solid phase extraction for ISD and liquid-
liquid extraction for D revealed a slope(S)=0.96, intercept(I)=0.2 and r=0.95 for
sirolimus, S=1.01, 1=0.2 and r=0.98 for tacrolimus, S=0.90. I=12 and r=0.98 for
cyclosporine, S=0.99, I=0.9 and r=0.95 for D3 and S=0.91, 1=0.6 and r=0.98 for D2.

Conclusion: We concluded that the method described here is ideally suited for a small
to medium sized institution wishing to run therapeutic monitoring of blood sirolimus,
tacrolimus and cyclosporine concentrations, and serum 25-hydroxylvitamin D
simultaneously with a single LC-MSMS system.

High-Throughput Analysis of Levetiracetam in Serum Using Ultra-
fast SPE-MS/MS

M. V. Romm', E. W. Korman?, V. P. Miller', C. L. Snozek?, F. W. Crow?,
L. J. Langman?, W. A. LaMarr'. 'BIOCIUS Life Sciences, Wakefield, MA,
’Mayo Clinic, Rochester, MN,

Background: Levetiracetam is an anticonvulsant medication used to treat seizures.
Fast, sensitive and accurate therapeutic drug monitoring of levetiracetam is useful
for patient care. Mass spectrometry-based assays have emerged as a viable analytical
method due to their sensitivity, specificity, and robustness. However, LC-MS
assays are limited due to slower turnaround times as compared to immunoassays.
We evaluated the ability of an ultra-fast SPE-MS system to analyze levetiracetam
in human serum with much faster sample cycle times and similar analytical results
compared to HPLC or LC-MS/MS assays.

Methods: Calibration standards were prepared by spiking bovine serum with
levetiracetam to final concentrations ranging from lug/ml to 100ug/ml. Commercially
available quality control standards made in human serum were also analyzed. The
serum samples were precipitated with 3:1 acetonitrile containing d3-levetiracetam.
The precipitated samples were centrifuged, subsequently, the supernatant was
removed and diluted with methanol prior to injection. Sample analysis was performed
at a rate of 8.5 seconds per sample using a RapidFire RF300 system coupled to a
QQQ mass spectrometer. The SPE method consisted of a C18 column and elution
with 100% methanol. Data analysis was performed using RFIntegrator software. This
methodology is capable of throughputs >400 samples per hour.

Results: Feasibility was assessed using prepared calibration standards and
commercially available quality control standards that were run in triplicate over
a series of days to establish both intra- and inter-day precision and accuracy.
Levetiracetam had both intra- and inter-day accuracies within 15% and coefficient
of variation values less than 10% for all concentrations. A quadratic fit was applied
to the range of 1-100ug/ml and had an R? value greater than 0.999. Blank serum was
treated and analyzed in the absence of internal standard in the same manner as the
other samples to establish signal windows which were found to be greater than 10 to
1. These analytical results are comparable to those using LC-MS/MS, however the
analysis time for SPE-MS/MS was approximately 20 times faster. Blinded patient
samples will be evaluated to further validate this method.

Conclusion: Based on these results, levetiracetam can be accurately and precisely
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measured in serum using ultra-fast SPE-MS/MS at rates of 8.5 seconds per sample.
While the analytical results were comparable to LC-MS/MS, the analysis time was
approximately 20 times faster. SPE-MS/MS may be useful for the fast and efficient
analysis of similar clinical research assays.

Can 2,3-butanediol levels help distinguish chronic alcoholics from
occasional drinkers?

E. U. Yee, A. H. Berg. Beth Israel Deaconess Medical Center, Boston, MA,

Background: Alcohol dependence affects about 12% of American adults and has
significant medical and social consequences. Currently, there are no specific clinical
assays that can distinguish between chronic alcoholics and occasional drinkers.
2,3-butanediol has been reported to be elevated in the blood of chronic alcoholics, but
the utility of 2,3-butanediol as a marker of chronic alcoholism has not been thoroughly
evaluated.

Methods: We developed an LC-MS assay for measuring 2,3-butanediol concentration
in serum. We selected samples from patients with blood ethanol concentrations above
80 mg/dl and compared their 2,3-butanediol levels to those from third trimester
pregnant women who were presumably abstinent. Cases with blood ethanol levels
above 80 mg/dL were further segregated into those who had established histories
of alcohol abuse and/or multiple hospitalizations for intoxication versus those who
were visiting our emergency department for the first time with no known histories.
Serum gamma glutamyl transferase (GGT) concentrations were also recorded for
these patients.

Results: 14/29 chronic alcoholics, 4/22 first-time patients, and 1/38 pregnant controls
had 2,3-butanediol levels above 150 micromoles/L. The diagnostic sensitivities of
2,3-butanediol (>150 micromoles/L) and GGT (>61 mIU) in detecting alcohol abuse
were 49% and 66%, respectively, and 89% when used in combination. While 26/29
chronic alcoholics displayed elevated 2,3-butanediol and/or GGT levels, only 8/22
first-time patients had elevations of either of these markers.

Conclusions: 2,3-butanediol was more frequently elevated in chronic alcoholics than
in new patients admitted to our hospital for intoxication, and was only elevated in one
of our pregnant controls. Although we were only privy to partial medical histories,
and a subset of subjects admitted for the first time for intoxication may have been
chronic alcoholics, these trends suggest that 2,3-butanediol may be a useful indicator
of chronic alcoholism that can improve diagnostic sensitivity and specificity when
used in combination with serum GGT.
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An Analytical Method for the Determination of Testosterone and Epi-
Testosterone by Liquid Chromatography-Tandem Mass Spectrometry

A. Latawiec, M. Jarvis. AB SCIEX, Concord, ON, Canada,

Background: The measured ratio of testosterone to epi-testosterone has been useful
for detecting the exogenous administration of testosterone, often used to enhance
athletic performance. Epitestosterone, an inactive epimer of the hormone testosterone,
is typically present in approximately equal concentrations as testosterone in urine, and
the mean testosterone/epitestosterone (T/E) ratios in athletes is generally less than 2.0.
The World Anti-Doping Agency has established a standard for T/E ratios of 4.0 as
indicative of possible exogenous testosterone administration. In the work presented
here, we have developed an LC/MS/MS method to measure urine and serum levels of
testosterone and epi-testosterone.

Methods: An analytical method was developed using a QTRAP® 5500 LC/MS/
MS system coupled to a Shimadzu Prominence HPLC system. The reversed-phase
chromatographic separation of testosterone and epi-testosterone was achieved in a
total run time of less than 10 minutes. The MS/MS analysis was performed using the
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Multiple Reaction Monitoring (MRM) mode of operation, and employed electrospray
ionization. Analytical standards were obtained from Cerilliant, as 1.0 mg/mL solutions
in acetonitrile, and spiked into blank urine and serum matrices.

Results: Both reversed-phase and normal-phase chromatography approaches have
been applied in order to accomplish the chromatographic separation of testosterone and
epi-testosterone, with reversed-phase chromatography yielding the best results. Due
to their structural similarity, the epimers produce the same MS/MS fragment ions and
so it was not possible to distinguish these compounds by tandem mass spectrometry
alone. Using an isocratic gradient, these compounds have been completely baseline-
separated in a run time of less than 10 minutes. The temperature of the column oven
was observed to play an important role in enhancing the chromatographic separation.
‘Blank’ stripped serum and spiked serum samples have been analyzed to determine
LOD and LOQ for the method. Further method optimization is expected to improve
the sensitivity of this method, allowing it to be successfully deployed in clinical
research laboratories.

Conclusion: An LC-MS/MS method was succesfully developed for the quantitative
measurements of testosterone and epi-testosterone in urine and serum matrix.

Matrix-Associated Laser Desorption Ionization Time of Flight Mass
Spectroscopy (MALDI-TOF, MS) for Fast and Reliable Identification
of Bacteria in a Pediatric Clinical Laboratory

R. Jerris, T. Stanley, A. Desai, M. Atuan, J. McKey, B. Rogers. Children's
Healthcare of Atlanta, Atlanta, GA,

Background: The last decade has witnessed advances in technology amenable to
use in multiple areas of the clinical laboratory. Most recently, MALDI-TOF MS has
been introduced in clinical microbiology to identify (ID) both commonly encountered
and fastidious , difficult to identify micro-organisms. We present our experience with
MALDI-TOF for routine use in a pediatric clinical laboratory.

Methods: Organisms from agar plates were inoculated in duplicate directly onto a
steel template (Bruker Daltonics, Inc, Billerica, MA). After air drying, 1 ul of matrix
(o-cyano-4-hydroxycinnamic acid) was placed over each inocula. Samples were
evaluated on a MicroFlex LT MALDI TOF MS (Bruker) in linear positive-ion mode;
using a 60 Hz nitrogen laser ; with a detection range of 2,000 to 20,000 Da. Spectra
were automatically compared to the reference database (Reference Library 3.0 for
MALDI Biotyper 2.0) and assigned an identification, the level of accuracy determined
by a logarithmic score of 0-3. In general, Genus and species identification were
accepted at values of >2.0; Genus at 1.7-2.0, and ; Unreliable at <1.7. Identification
was compared to routine laboratory methods or reference methodology including
gene sequence analysis.

Results: For this analysis a total of 714 unique determinations were performed among
76 unique Genera and species. Reproducibility studies with 45 isolates demonstrated
complete agreement. Twenty one isolates yielded results with known limitations of
the system. For the remaining 648 isolates:

588 (90.7%) gave identical Genus species results;
46 (7%) to Genus level, and;
14 (3%) unreliable ID.

Conclusion: The use of same day one-step methodology for identification of micro-
organisms from enrichment, selective, and differential media optimizes workflow,
eliminates procedural variation, saves both time and cost and is a reliable procedure
for routine use. The instrument is also suitable for proteomic research.

Fast and sensitive amino acid analysis using aTRAQ ™ derivatization
and uplc ms/ms

B. Dawson', J. Moshin', H. Liu', S. Daniels®. ‘4B Sciex, Foster City, CA,
2AB Sciex, Framingham, MA,

Objective: The objective of this work was to greatly improve upon current amino
acid analysis (AAA) methods by shortening the analysis time and lowering the limits
of quantitation while maintaining selectivity and sensitivity using Ultra Performance
Liquid Chromatography (UPLC) coupled to a state of the art triple quadrupole mass
spectrometer and aTRAQ ™ derivatization.

Background: Amino Acid Analysis (AAA) has long been important in determining
the presence of inborn metabolic errors. While amino acid analysis based on ion
exchange and ninhydrin derivatization has been shown to be accurate and precise, it
suffers from extremely long run times and low throughput. HPLC-MS/MS analyses
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have greatly increased sample throughput, provided low detection limits, high
selectivity in a variety of physiologic fluids with large linear dynamic range.

Methods: Physiological samples were deproteinized and derivatized with an
isotopically labeled reagent (A8). An unique internal standard for each amino acid
was created using an unlabeled reagent (A0). Thirty six amino acids were resolved
using an Ultra Performance Liquid Chromatography (UPLC) column with an overall
runtime of 11 minutes. Detection of the compounds was achieved with a 5500 QTRAP.

Results: Calibration curve data of 36 amino acids in a synthetic urine matrix are
presented over a ~ 2.5 orders of magnitude concentration range. Data for controls
in synthetic urine matrix are presented as well. Example chromatograms of a human
urine sample are shown with resolution of key isobaric interferences. Analyte peaks
are casily identified due to the presence of a labeled internal standard for each species.

Conclusions: Sensitivity for the method is excellent with LLOQs 3-80 nM. Accuracy
atthe 0.5 pM and 10 uM levels is + 17%. Isobaric components are well resolved in the
urine matrix. Over all, the method proves to be accurate, precise and easy to perform
for the routine measurement of physiological amino acids.

Evaluation of LCMS/MS scrambling ratios for deuterium-labeled
Vitamin D metabolites, steroids and other compounds of clinical
significance

J. Cooper, H. Jian, D. Johnson, I. Dilek, U. Sreenivasan. Cerilliant, Round
Rock, TX,

Introduction and Objective: A significant clinical challenge with LC-MS/MS is the
potential for matrix effects that cause interferences or impact ionization efficiency.
Stable isotope-labeled internal standards are frequently used to compensate for matrix
effects and to increase the accuracy of quantitation. The use of a labeled internal
standard that co-elutes with the drug being monitored can potentially offset patient
specific matrix effects (co-eluting concomitant medication, etc.) that may occur at the
retention time of the analyte of interest. Complications in the use of deuterium-labeled
internal standards can arise from hydrogen-deuterium scrambling in the collision cell
at the selected transitions or in the ion source. In this study, we examined deuterium-
labeled 25-Hydroxyvitamin D, testosterone, and other compounds of clinical
significance by LC-MS/MS at multiple transitions. We investigated reproducibility
of the scrambling ratio and influences on scrambling of different LC-MS systems
(tandem quadrupole vs. quadrupole time-of-flight), matrix selection, concentration,
and deuterium placement in the internal standard.

Methods: LC-MS Systems used were a Waters Alliance UPLC-Xevo G2 Q-Tof
system and an Agilent 1290 UHPLC-6460 triple quad system. Various reverse phase
columns and mobile phases were used. Samples were analyzed by direct infusion,
injection of neat compounds on column and injection of extracted serum samples
on column. Serum extraction was conducted using 200puL of serum, adding 200ul of
methanol, followed by ImL of heptane. Samples were then centrifuged, dried down
and reconstituted in 100uL of ethanol.

Results: Scrambling was observed on both tandem quad and Q-Tof at select transitions
for the deuterium-labeled internal standards studied in both infusion and on column
experiments. One example of this scrambling was with D, -25-Hydroxyvitamin
D2, for a specific transition 398->380. The scrambling was consistent and was not
influenced by matrix, concentration, column or presence of mobile phase. However,
scrambling was able to be mitigated or eliminated by selection of another transition,
which was also true for the other compounds investigated. The occurrence and extent
of scrambling was consistent for each analyte and was dependent on the transition
monitored and the ionization system.

Conclusions: Evaluation of scrambling is important in clinical method development
to ensure accurate quantitation and reproducible results for critical decision-making
in patient care. Awareness of potential scrambling is important for proper internal
standard design and selection. Scrambling can be mitigated or eliminated by altering
instrument conditions and transition selection or potentially by selecting a transition
with consistent scrambling. Deuterium-labeled internal standards are a viable option
for LC-MS/MS analysis with selection of the appropriate transition. They also offer
a more cost-effective alternative to carbon-13 or nitrogen-15-labeled analogs with
benefits such as ready availability and lower cost per test.
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Method Development for Fast Sensitive LCMS Method for Nicotine
and its Metabolites

A. Wang, C. Berg, J. Rivera, B. Dawson, H. Liu. AB SCIEX, Foster City, CA,

Background There is a recent increase in demand for nicotine testing to determine
tobacco use. During testing, it is important to be able to differentiate active tobacco
use from passive exposure. We have developed a fast sensitive method for nicotine
and its metabolites as well as the tobacco alkaloid anabasine in plasma and urine. By
detecting anabasine, it is possible to differentiate active use of tobacco from the use
of nicotine gum or patch.

Methods Standards for nicotine and cotinine were obtained from Cerilliant
Corporation and standards for nornicotine, trans-3-OH-cotinine and anabasine were
obtained from Toronto Research Chemicals. LCMSMS analysis was performed on
a 4000 QTRAP® system in positive ESI mode coupled to a multiplexed Shimadzu
UFLC system. Two different chromatographic conditions including HILIC and reverse
phase were evaluated. Mobile phase A consisted of H20 with 10 mM ammonium
formate buffer at lower pH and mobile phase B consisted of 95% ACN with 10mM
ammonium formate in water. For the hydrophilic interaction chromatography, the
sample was injected with 100% mobile phase B and rapidly ramping up the aqueous
phase to elute the analytes. For the reverse phase chromatography, samples were
injected with 95% of the aqueous phase and rapidly ramping up mobile phase B to
elute the analytes. Sample preparation involving dilute and shoot for urine and crash,
evaporate, reconstitute and shoot for serum and plasma as well as online sample prep
were also evaluated.

Results and Discussion Results obtained by using the HILIC or the reverse phase
column achieve reproducible method and produce high quality data with a total run
time under 5 min. The advantage of each method with different sample preparation
process was discussed and compared. Standard curves in urine, plasma and serum
matrices were injected in triplicates and showed good linearity (r>0.99) for the
desired range of Ing/mL to 1000ng/mL as well as acceptable %CVs below 15%.
The final method reported here also reduces the cost by using online cleaning sample
preparation.

Resolving Testosterone: A Comparison to Clinical Reference Lab
Values

W. Woroniecki', B. Fernandez', R. Huang', J. Stone?, H. Liu'. ‘4B Sciex,
Foster City, CA, *Kaiser Regional Laboratory, Richmond, CA,

Background: With publications discussing deficiencies in low level testosterone
immunoassay (IA) analysis, LC/MS/MS is becoming a noted alternative technique.
A novel method was developed for calculation of total testosterone at low picogram
(LOD=5pg/mL @S/N 5) detection limits. Comparisons to an in-house method
were made to total calculated testosterone values in human serum generated at
three reference labs. Two LC-MS-MS methods and one immunoassay method were
compared for total testosterone in human serum. One of the comparisons was to a well
characterized data set provided by the CDC.

Methods: A one step liquid-liquid extraction method was developed without
derivatization. Samples were dried down and reconstituted in 100 uL. The LOQ of the
assay was 20 pg/mL with an approximate S/N of 20. At this standard level the average
CV was less than or equal to 10 % with an approximate 5 % deviation in accuracy. The
chromatographic method utilized mobile phase modifiers with an optimized gradient
(6 min) to reduce background interferences and improve the ionization efficiency.

Results: Comparisons to reference lab calculated concentrations showed good
correlation, R2 values ranged from 0.93 to 0.99. The CDC sample set had the highest
correlated value of 0.99 and deviation was less than 10% from CDC reported values.
Immunoassay values though well correlated (R2 = 0.93) yielded higher calculated
concentrations overall. We also noted in our testing an interfering peak when serum
separator tubes (SST) with gel were utilized. This peak was separated under the
chromatographic conditions employed.

Conclusion: The method was validated for robustness and precision. Limit of
Quantitation (LOQ) was well resolved at relevant clinical concentration ranges.
At least a S/N of 20 at the LLOQ (20 pg/mL) was established, allowing for lower
quantification if desired. R2 values correlated well overall. The strongest correlation
(0.99) was seen in the largest and most diverse sample set provided by the CDC. The
IA comparison, while yielding a good correlation (0.93), had higher calculated values.
Having higher T values when LC-MS methods are compared to IA is not unknown
and has been reported previously in the literature.
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Surface activated chemical ionization (SACI) combined with
electrospray (ESI) and cation exchange chromatography (CEC) for
the analysis of 8-0xodG in urine samples

S. Cristoni', L. Zingaro', M. Floridia?, C. Rota?®, E. Cariani®, T. Trenti’.
'LS.B. - lon Source & Biotechnologies srl, Milan, Italy, ’NewService,
Milan, Italy, 3Clinical Pathology-Toxicology, Ospedale S. Agostino-
Estense, Modena, Italy,

Background: Reactive oxygen species may produce DNA alterations whose
frequency and mutagenic potential are largely unknown. The reliable detection of
oxidative DNA lesions in biological specimens may disclose their role in human
disease. 8-0x0-7,8-dihydro-2’-deoxyguanosine (8-oxodG) is the most studied
biomarker of DNA oxidation, and its direct detection in urine prevents the risk of
artefactual oxidation during DNA isolation. LC-MS/MS methods allow the direct
analysis of urine with high sensitivity and selectivity, but could be affected by matrix
effect. Triple quadrupole was widely employed for detecting 8-0xodG in tandem mass
spectrometry (MS/MS) multiple reaction monitoring (MRM) conditions and only few
studies used ion trap (IT) analyzer. We identified some limitations in the detection of
8-0x0dG by IT analyzer that were bypassed by a newly developed method coupling
CEC and SACI-ESI ionization sources to IT analyzer. By this approach we could use
lower ionization potential thus reducing chemical noise and matrix effect linked to
in-source reactions. Furthermore we could use ion exchange chromatography, that is
seldom employed with ESI due to the ion source discharge phenomenon.

Methods: A calibration curve was generated from 0.3 to 100 ng/mL 8-oxodG. Each
sample was spiked with 20 ng/mL of ['*N,]8-0x0dG internal standard. Ultimate 3000
HPLC pump (Dionex, Germany) and Cation Exchange column ThermoElectron CEC,
Thermoelectron C18 and HILIC were used. Mass spectra were acquired using HCT
ultra ion trap (Bruker Daltonics, Breme, Germany).

Results: Informative fragmentation was obtained from [M+H]+ ion at m/z 284
while [M+Na]+ at m/z 306 led to poor fragmentation and unstable signal. The
fragment at m/z 168 was monitored by LC-SACI-ESI-MS/MS based on reverse
phase chromatography, with a detection limit, in water solution, of 0.1 ng/mL and
a quantitation limit of 0.3 ng/mL. However, when urine matrix was spiked with
standard, a loss in sensitivity was observed, with 20-fold lower intensity of the m/z
168 fragment and other distinct m/z signals dominating the spectrum. This possibly
resulted from the IT saturation by a contaminant ion present in the matrix and having
the same m/z 284 as the analyte parent ion. We developed another LC-SACI-ESI-MS/
MS method based of HILIC chromatography with higher affinity towards highly polar
compounds, but even in this case the contaminant co-eluted with the analyte. We then
used a stronger retention LC protocol, allowing to operate in low ionization voltages.
In these conditions two distinct peaks at retention times (RT) 0.8 and 1.3 minutes
were achieved and the MS/MS spectrum showed that the most abundant peak at RT
0.8 minutes was due to 8-oxodG while the second at RT 1.3 minutes was due to the
contaminant. Under these conditions no difference in signal intensity was observed
between water and matrix samples.

Conclusion: A fast and reliable method based on LC-CEC-SACI-ESI-MS/MS
approach was developed to detect 8-0xodG in urine. SACI-ESI allowed coupling CEC
with MS with better resolution of contaminant(s) having m/z similar to the analyte.

25-Hydroxyvitamin D3 and 25-Hydroxyvitamin D2 Analysis Using
the QTRAP® 5500 Tandem Mass Spectrometer with the MPX™-2
High Throughput Multiplexed HPLC System

J. C. Seegmiller', K. J. Goodman®. ‘AB SCIEX, Foster City, CA, ’AB
SCIEX, Framingham, MA,

Objective: Because of the heightened awareness of vitamin D insufficiency in clinical
research, testing volumes for these biomarkers have increased substantially. Therefore,
we have developed a simple, robust and high throughput 25-hydroxyvitamin D3 and
25-hydroxyvitamin D2 analysis method suitable for a clinical research setting using a
multiplexed liquid chromatography system with tandem mass spectrometry detection
(LC/MS/MS).

Methodology: This method was developed with the mindset of a simplistic approach
along with high throughput capabilities of the MPX™ High Throughput System
synced to a QTRAP® 5500 tandem mass spectrometer (LC/MS/MS). The goal of
this method was not to be a burden on either the research laboratory or research staff
in terms of the ability to handle high sample volumes along with simplistic sample
preparation / method operation respectively.

Tuesday, July 26, 2:00 pm — 4:30 pm

Samples in this method consisted of serum spiked with 25-hydroxyvitamin D3
and 25-hydroxyvitamin at levels ranging from 0.5 to 100 ng/mL. The method used
protein precipitation as sample preparation followed by centrifugation. The resulting
supernatant was then injected on to a reversed-phase liquid chromatography column
where 25-hydroxyvitamin D3 and 25-hydroxyvitamin D2 eluted using a linear
gradient chromatographic method. The chromatographic run time was a total of 2
minutes. With the use of the MPX™ High Throughput System, results were able to be
acquired every 1.3 minutes.

This method was found to be precise and accurate from 0.5 to 100 ng/mL with
intraassay imprecision (n=8) between 21.71 and 3.68 %CYV and accuracy ranging from
93.02 to 111.97 for 25-hydroxyvitamin D3. Analysis over this same concentration
range for 25-hydroxyvitamin D2 was found to have intrassay imprecision (n=8)
between 20.77 and 5.57 %CV and accuracy between 92.21 to 116.34.

Method robustness was assessed using a serum quality control specimen having a
mean concentration of 12.38 ng/mL. Analysis of this control was found to provide
intraassay imprecision (n=157) of 5.6 %CV.

Conclusion: The use of a one dimensional multiplexed HPLC system and a MS/
MS system has provided a simplistic, robust and high throughput methodology for
25-hydroxyvitamin D3 and 25-Hydroxyvitamin D2 analysis.
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Vitamin D laboratory status in a Brazilian sampling: survey and
analysis

L. M. Soares, P. F. Tavora, L. Moutinho, H. Garcia, M. Farace. Lab Rede,
Belo Horizonte, Brazil,

Background: Vitamin D deficiency is a highly prevalent condition, present in
approximately 30% to 50% of the general population. There is increasing evidence
that, in addition to the well-known effects on musculoskeletal health, vitamin D
status may be related to a number of non-skeletal diseases. Beyond defects in bone
and calcium metabolism, vitamin D deficiency has been associated with a large
number of conditions such as cancer, autoimmune disease, and cardiovascular
disease. Vitamin D is mainly synthesized when the skin is exposed to ultraviolet B
radiation. Dietary sources of vitamin D3 (cholecalciferol) are few and only significant
in oily fish. Vitamin D2 (ergocalciferol), the plant/mushroom form of vitamin D, is
almost absent in the diet. Supplementation with vitamin D can be done either with
vitamin D2 or vitamin D3 but availability of these two forms greatly differs between
countries. Supplemental doses of vitamin D and sensible sun exposure could prevent
deficiency in most of the general population. Monitoring serum 25-hydroxyvitamin
D levels and correction of vitamin D deficiency is indicated for optimization of
musculoskeletal and general health. An assay measuring both 25(OH)D, and 25(OH)
D, is recommended. The aim of this study is to analyze the prevalence of vitamin D
deficiency in a sampling of the Brazilian population, comparing it to the values found
in general population worldwide.

Methods: Serum 25-hydroxyvitamin D [25(OH)D] was measured through
Chemiluminescence (Liaison®, Diasorin, US) in 7706 blood samples (women: 6087/
men:1619) collected from September 2010 to December 2010 and sent to a Reference
Laboratory in Brazil. The samples were derived from five states of the southern and
midwest regions. 25(OH)D deficiency was defined as serum concentration below
10.0 ng/mL, values between 10.0 and 30.0 ng/mL were considered insufficiency and
those above 30.0 up to 100.0 ng/mL corresponded to the optimal levels. The statistical
analysis was based on Chi-square test.

Results: The prevalence of 25(OH)D deficiency found in the population studied
was 5.12%. It was similar between sexes in general population, but it was greater in
women (12.30%) than in men (7.44%) when only the aged population was considered,
being the difference statistically significant (p<0.01). The general prevalence was
2.17% in young adults (20-39 years) and 11.26% in the elderly (> 65 years). The
difference between this two age groups was observed in both sexes and achieved
statistical significance (p<0.01). Values between 10.0 and 30.0 ng/mL were found in
74.25% of the general population, being greater in women (p<0.01) and similar in the
age groups analyzed.

Conclusion: Although the prevalence of 25(OH)D deficiency in the population
studied was lower than that found around the world, the frequency of 25(OH)D
insufficiency observed was very high. Factors such as low sunlight exposure due
to contemporary life and use of UVB-blocking sunscreens, age-related decreases in
cutaneous synthesis, and diets low in vitamin D may contribute to the high prevalence
of vitamin D inadequacy. Even in low latitudes, lab monitoring and correction of
25(OH)D levels are indicated to prevent the potential implications of the deficiency
for skeletal and extraskeletal health.

Underestimation of total plasma 25-OH vitamin D in the presence of
high vitamin D2 by immunoassay compared to mass spectrometry

L. de Koning', M. Al-Turkmani?, A. Shkreta', T. Law', M. D. Kellogg'.
!Children’s Hospital Boston, Boston, MA, *University of Massachusetts,
Worcester, MA,

Background: 25-OH vitamin D2 (ergocalciferol) is frequently used in United States
hospitals to treat children with vitamin D deficiency. However in the 2010 report
from the Vitamin D External Quality Assessment Scheme (DEQAS), total vitamin
D (D2+D3) appeared to be underestimated in samples containing high vitamin D2

Nutrition/Trace Metals/Vitamins

by the Diasorin Liason chemiluminescent assay versus Liquid Chromatography-Mass
Spectrometry (LC-MSMS). Since this immunoassay is widely used, underestimation
may be common in a pediatric population. The objective is therefore to compare
recoveries of total vitamin D from a LC-MSMS method and the Diasorin Liason assay
in the presence of both high and low vitamin D2.

Methods: A case control methodology was used. Blood samples analyzed at the
Children’s Hospital Boston core laboratory facility by LC-MSMS were selected for
further analysis by Diasorin Liason based on vitamin D2 levels. Cases were defined
as having greater than 10 ng/mL vitamin D2, or greater than 50% of total vitamin D.
Controls were defined as having less than 1 ng/mL vitamin D2. A total of 25 samples
(13 cases and 12 controls) were randomized, de-identified, and then assayed by the
Diasorin Liason method. Day to day CVs for total vitamin D were less than 10%
for both methods. The Paired Student’s T test and Pearson correlations were used to
analyze the data.

Results: The mean concentration of vitamin D2 was 21.5 ng/mL (sd=13.1) in cases
and 0.5 ng/mL (sd=0.2) in controls by LC-MSMS. Total vitamin D was 35.4 ng/
mL (sd=9.3) in cases, and 23.8 ng/mL (sd=11.1) in controls. By the Diasorin Liason
method, mean total vitamin D was 22.0 ng/mL (sd=10.6) in cases, and 23.8 ng/mL
(sd=11.2) in controls. The mean difference between the two methods for total vitamin
D was -13.4 ng/mL (sd=6.0) for cases, and -6.7 (sd=3.9) for controls, which were
statistically significant (p < 0.0001). The correlation between the two methods among
cases was 0.83, and was 0.96 among controls. Total vitamin D deficiency (< 20 ng/
mL) was observed in 48% (n=12) of all samples by Diasorin Liason whereas only
12% (n=3) were considered deficient by LC-MSMS. This corresponds to a positive
predictive value of 25%. Among cases, the positive predictive value was zero.

Conclusion: The Diasorin Liason method underestimates total vitamin D in the
presence of elevated vitamin D2. Relying on this assay in a clinical setting could lead
to unnecessary follow-up testing or dosing. Further studies are needed to determine
the reason for this discrepancy, and also the degree of misclassification according to
intermediate levels of vitamin D2.

Vitamin D Binding Protein Modifies the Vitamin D-Bone Mineral
Density Relationship

A. H. Berg!, C. E. Powe?, C. Ricciardi®, D. Erdenesanaa‘, G. Collerone?,
E. Ankers*, J. Wenger*, A. Karumanchi', R. Thadhani*, I. Bhan*. 'Beth
Israel Deaconess Medical Center, Boston, MA, “Harvard Medical School,
Boston, MA, *Massachusetts Institute of Technology, Cambridge, MA,
‘Massachusetts General Hospital, Boston, MA,

Background: Vitamin D sufficiency is thought to be essential for bone health and
the prevention of osteoporosis-related fractures. However studies examining the
relationship between total circulating 25-hydroxyvitamin D (25(OH)D) levels
and bone mineral density (BMD) have yielded mixed results. Vitamin D binding
protein (DBP), the major carrier protein for 25(OH)D, may alter the biologic activity
of circulating vitamin D. We hypothesized that free and bioavailable 25(OH)D,
calculated from total 25(OH)D, DBP and serum albumin levels, would be more
strongly associated with BMD than levels of total 25(OH)D.

Methods: We measured total 25(OH)D, DBP, and serum albumin levels in 49 healthy
young adults enrolled in the Metabolic Abnormalities in College-Aged Students
(MACS) study. Lumbar spine BMD was measured in all subjects using dual X-ray
absorptometry. Clinical, diet, and laboratory information was also gathered at this
time. We determined free and bioavailable (free + albumin bound) 25(OH)D (using
formulae adapted from analogous methods used to calculate free testosterone) and
examined their associations with BMD.

Results: BMD was not associated with total 25(OH)D levels (r=0.175 p=0.236). In
contrast, free and bioavailable 25(OH)D levels were positively correlated with BMD
(r=0.413 p=0.003 for free, r=0.441 p=0.002 for bioavailable). Bioavailable 25(OH)
D levels remained independently associated with BMD in multivariate regression
models adjusting for age, sex, body mass index, and race (p=0.03).

Conclusion: Free and bioavailable 25(OH)D were more strongly correlated with
BMD than total 25(OH)D in this cohort of healthy adults. These findings have
important implications for clinical testing for vitamin D deficiency. Future studies
should continue to explore the relationship of free and bioavailable 25(OH)D with
health outcomes.
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ADVIA Centaur® Vitamin D Total Assay: Performance Evaluations
Assessing Method Comparisons and Expected Values

J. Freeman', H. Mindicino', S. Chapman', A. Bostanian®. 'Siemens
Healthcare Diagnostics Inc, Tarrytown, NY, *Research and Development
Institute, Inc, Calabasas, CA,

Background: Vitamin D is a steroid hormone involved in the intestinal absorption
of calcium and the regulation of calcium homeostasis; it is essential for strong,
healthy bones. Vitamin D deficiency can result from inadequate exposure to the sun,
inadequate alimentary intake, decreased absorption, abnormal metabolism, or vitamin
D resistance. The most reliable clinical indicator of vitamin D status is 25(OH)
vitamin D. Serum and plasma 25(OH) vitamin D levels reflect the body’s storage
levels of vitamin D and correlate with clinical symptoms of vitamin D deficiency.

Methods: Four vitamin D assays (DiaSorin LIAISON 25 OH Vitamin D TOTAL,
IDS 25-Hydroxy Vitamin D EIA, two lots of ADVIA Centaur Vitamin D Total assay*
reagents, and liquid chromatography-tandem mass spectroscopy) were used to assay
195 clinical specimens collected in the US across the range of 4 to 150 ng/mL.

An expected value study was performed using the ADVIA Centaur Vitamin D Total
assay on serum samples collected from 258 adults not taking supplements containing
vitamin D and 286 adults taking supplements containing vitamin D. The samples were
collected in different seasons and different geographical regions of the US. Samples
were included in this study only if the sample had normal values for PTH, calcium,
magnesium, phosphorus, and TSH. The aim of the study was to evaluate method
comparisons across four 25(OH) vitamin D assays and to assess expected values on
the ADVIA Centaur Vitamin D Total assay.

Results: Deming regression statistics and Pearson coefficients were obtained for
all assay combinations (n = 195). For ADVIA Centaur vs. IDS EIA, slope = 1.04,
y-intercept = 0.50, r = 0.95; for ADVIA Centaur vs. LC-MS/MS, slope = 1.18,
y-intercept = 0.54, r = 0.90; and for ADVIA Centaur vs. LIAISON, slope = 1.35,
y-intercept = -9.83, r = 0.69. For LIAISON vs. IDS EIA, slope = 0.79, y-intercept =
7.11, r=0.69; and for LIAISON vs. LC-MS/MS, slope = 0.92, y-intercept = 5.72, r =
0.66. For IDS EIA vs. LC-MS/MS, slope = 0.99, y-intercept = 0.05, r = 0.88.

The following 25(0OH) vitamin D values were obtained for adults not taking
supplements containing vitamin D: median, 19.7 ng/mL (49.3 nmol/L); observed
range, 2.5th to 97.5th percentile, 10.4-37.4 ng/mL (26.0-93.5 nmol/L); and for
adults taking supplements containing vitamin D: median, 21.8 ng/mL (54.4 nmol/L);
observed range, 2.5th to 97.5th percentile, 10.4-45.4 ng/mL (26.0-113.5 nmol/L).
Conclusion: In this study, the ADVIA Centaur Vitamin D Total method had good
agreement (Pearson coefficients >0.90) with the IDS EIA and LC-MS/MS. The
DiaSorin LIAISON assay was not in agreement (Pearson coefficient <0.70) with the
IDS EIA, ADVIA Centaur, or LC/MS/MS assays.

* This assay has not been cleared by the FDA and is not available for sale in the US.
The assay is CE marked.
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Measurement of ascorbic acid in human plasma by liquid
chromatography-tandem mass spectrometry

D. M. Garby', K. M. Kloke?, R. DelRosso!, L. A. Cheryk'. 'Mayo Medical
Laboratories, Andover, MA, °Mayo Clinic, Rochester, MN,

Background: Vitamin C (ascorbic acid) is a water soluble vitamin that is essential
for the enzymatic amidation of neuropeptides, production of adrenal cortical
steroid hormones, promotion of the conversion of tropocollagen to collagen, and
for the metabolism of tyrosine and folate. Vitamin C is a powerful reducing agent
or antioxidant and plays a role in lipid and vitamin metabolism. Specific examples
include: activation of detoxifying enzymes in the liver, anti-oxidation, destruction of
free radicals, preservation and restoration of the antioxidant potential of vitamin E,
and blockage of the formation of carcinogenic nitrosamines. Prolonged deficiency
of vitamin C leads to the development of scurvy, a disease characterized by defects
in collagen synthesis, resulting in the failure of wound healing, defects in tooth
formation and rupture of the capillaries. Early symptoms of vitamin C deficiency may
include weakness, fatigue and listlessness as well as shortness of breath and aching
joints, bones and muscles.

Methodology: Deuterated stable isotope (L-ascorbic acid-13C6) was added to 50 uL
of heparinized plasma as an internal standard. Protein was then precipitated from the
mixture by the addition of 10% trichloroacetic acid. The sample was centrifuged for
10 minutes at 1500 xg. L-ascorbic acid and internal standard were then separated
by liquid chromatography (TLX4, Cohesive Technologies, Franklin, Massachusetts)
followed by analysis on a tandem mass spectrometer (API 5000, Applied Biosystems,
Toronto, Canada) equipped with an electrospray ionization source in positive mode.
Ton transitions monitored in the multiple reaction monitoring (MRM) mode were m/z
177.1 — m/z 94.9 for L-ascorbic acid and m/z 183.1 — m/z 100.1 for L-ascorbic acid-
13C6. Calibrators consisted of six standard solutions ranging from 0 to 20 mg/dL.

Results: Method performance was assessed using precision, linearity, recovery
and specimen stability using lithium and sodium heparinized plasma spiked with
L-ascorbic acid solution. Intra-run precision (N=20) coefficients of variation (CVs)
ranged from 2.6% to 8.8%. Inter-run precision (N=20) CVs ranged from 5.1% to
15.2%. Linearity studies were performed using lithium heparin and sodium heparin
ascorbic acid-depleted plasma spiked with L-ascorbic acid standard. The method
demonstrated linearity over the assay range (0.1 to 20 mg/dL), yielding the following
equations: lithium heparin plasma observed L-ascorbic acid value = 0.9953*(expected
value) - 0.2067, R? = 0.9975; sodium heparin plasma observed L-ascorbic acid value
= 0.9651*(expected value) - 0.0721, R? = 0.9987. Recovery averaged 95% for both
lithium heparin and sodium heparin plasma. A stability study demonstrated that
specimens are stable at frozen (-80°C or lower) temperatures for up to 14 days.

Conclusion: This method provides for the reliable, high throughput analysis of
L-ascorbic acid in plasma by tandem mass spectrometry.

Observational study on plasma essential trace elements in very
elderly subjects from BELFRAIL cohort

H. Mekouar!, B. Vaes?, P. Olivier!, G. Deumer', J. Degryse?, V.
Haufroid'. 'Clinique Universitaire Saint-luc, Tour Franklin, Biochemistry
Laboratory, brussels, Belgium, *Institute of Health and Society, UCL,
brussels, Belgium,

Background: In coming decades the proportion of very elderly people living in the
Western world will dramatically increase leading to an explosion of chronic diseases
(CD). Based on experimental studies and clinical findings, there is an emerging body
of evidence that essential trace elements (ETE) are related with some CD. Reference
values in very elderly subjects and factors affecting these concentrations are not well
documented. Therefore, the aims of this study were to: 1- define accurate reference
values of ETE in an elderly population, 2- identify common parameters affecting these
concentrations.

Methods: 228 subjects from BELFRAIL (BFC80+) cohort were studied. BFC80+ is
a prospective, observational, population-based cohort study of subjects aged 80 years
and older in three well-circumscribed areas of Belgium. Only three exclusion criteria
were used: severe dementia, in palliative care and medical emergency.

ETE (Chromium Cr52, Cobalt Co59, Copper Cu63, Manganese Mn55, Molybdenum
Mo95, Selenium Se78, Vanadium V51 and Zinc Zn66) concentrations in plasma
were evaluated using Inductively Coupled Plasma Mass Spectrometry (Agilent
Technologies, USA). Samples were collected in S-Monovette® for trace metal
analysis. Plasma was frozen at -80C° until analysis. Multiple regression analyses
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were used to evaluate the influence of: age, gender, body mass index (BMI), smoking
status, cystatine, high sensitive CRP (hCRP) and haemoglobin (Hb) on each ETE.
The Protocol was approved by the local Biomedical Ethics Committee.

MedCalc Software (Mariakerke, Belgium) was used for statistical analysis.

Results: Tablel shows multiple regression p values for each ETE in relation with each
tested independent variables. It shows also reference ETE concentrations intervals
after excluding outliers.

Conclusion: The present study establishes reference values for 8 selected ETE and
assesses potential influencing factors. It is an important pre-requisite for diagnosis and
treatment of ETE deficiencies but also to understand the potential relationships with
some CD in the elderly population.

Table1:
Independ Trace Elements
variables Cr52 Co59 Cu63 Mn55 Mo95 Se78 V51 Zn66
Age 0.032%% ns s ns ns 0.012%* s 0.057%%
Gender ns ns 0.011%#* ns ns ns ns ns
BMI ns ns 0.008** ns ns 0.04%* s ns
Smoking status ns ns ns ns ns ns ns ns
hCRP s ns <0.0001% ns ns 0011 [ 0019 | 0.021%
Cystatine <0.0001* ns ns ns ns ns 0.002 ns
Hb 0.039* ns s ns ns <0.0001% ns 0.001*
Distribution Log Log Normal Normal | Normal Normal Log Normal
Reference values 001-082 | 004-047 | 7541575 | 037-096 | 048-251 | 465-1029 | 074027 | 559-967
(median) ng/L ©32) ©12) (a1a1) (©59) (1.09) (133) ©13) 58)
ns: not significant; * increase with the independent variable; ** decrease with the
independent variable; *** lower concentrations in females.

Measurement of all-trans retinol and alpha-tocopherol in human
serum by liquid chromatography-tandem mass spectrometry

D. M. Garby', K. M. Kloke?, P. M. Ladwig?, R. DelRosso’, L. A. Cheryk'.
'Mayo Medical Laboratories, Andover, MA, *Mayo Clinic, Rochester, MN,

Background: Vitamin A (retinol) is a fat-soluble vitamin that plays an essential role
in the function of the retina (adaptation to dim light), is necessary for growth and
differentiation of epithelial tissue, and is required for growth of bone, reproduction,
and embryonic development. Vitamin A must be obtained through the diet and includes
retinol, retinyl ester and beta-carotene. Deficiency of vitamin A has profound negative
effects on the immune response leading to an increased susceptibility to infection.

Vitamin E (alpha-tocopherol) is a fat-soluble vitamin that contributes to the normal
maintenance of biomembranes, along with its requirement for proper neurological and
reproductive function as well as its role as an antioxidant and free-radical scavenger
protecting the integrity of unsaturated lipids in the biomembranes of all cells. Vitamin
E is commonly obtained from dietary oils and fats such as wheat germ oil, sunflower
oil, grains and nuts.

Methodology: Deuterated stable isotopes (all-trans retinol-d5 or alpha-tocopherol-d6)
were added to 50 uL of human serum as internal standards. Protein was then
precipitated from the mixture by the addition of acetonitrile. All-trans retinol, alpha-
tocopherol and the internal standards were extracted via an on-line extraction utilizing
high-throughput liquid chromatography (TLX4, Cohesive Technologies, Franklin,
Massachusetts) followed by conventional liquid chromatography and analysis on
a tandem mass spectrometer (API 5000, Applied Biosystems, Toronto, Canada)
equipped with a heated nebulizer ion source. lon transitions monitored in the multiple
reaction monitoring (MRM) mode were m/z 269.3 — m/z 93.1 for all-trans retinol,
m/z 274.4 — m/z 93.1 for all-trans retinol-dS, m/z 430.4 — m/z 165.2 for alpha-
tocopherol and m/z 436.4 — m/z 171.3 for alpha-tocopherol-d6. Calibrators consisted
of six standard solutions ranging from 0 to 200 ug/dL for all-trans retinol and 0 to 30
mg/L for alpha-tocopherol.

Results: Method performance was assessed using precision, linearity, recovery
and specimen stability. Precision studies were performed using National Institute
of Standards (NIST) standard reference material (SRM), and bovine serum spiked
with all-trans retinol and alpha-tocopherol standard solutions. Intra-run precision
coefficients of variation (CVs) ranged from 1.0% to 1.3% for all-trans retinol and
1.1% to 2.3% for alpha-tocopherol. All-trans retinol inter-run precision CVs ranged
from 3.0% to 6.5%, and alpha-tocopherol inter-run precision CVs ranged from 2.0%
to 8.2%. Linearity studies were performed using bovine serum spiked with all-
trans retinol and alpha-tocopherol standard solutions. Linearity was demonstrated
over each assay range (2 to 200 ug/dL for all-trans retinol and 0.5-30 mg/dL for
alpha-tocopherol) yielding the following equations: observed all-trans retinol
value = 0.9824*(expected value), R? = 0.9993; observed alpha-tocopherol value =
0.9826*(expected value) + 0.4294, R? = 0.9967. Recovery averaged 101% for all-
trans retinol and 103% for alpha-tocopherol across the assay range. A stability study
demonstrated that specimens are stable at ambient, refrigerate and frozen (-20°C or
lower) temperatures for up to 14 days.
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Conclusion: This method provides for the simultaneous and reliable high throughput
analysis of all-trans retinol and alpha-tocopherol in serum.

Changes in Ionized Calcium Measurements under Aerobic Conditions

M. Bon Homme', P. P. Y. Pang?, L. Ford', S. Patel', J. Zakowski®.
!University of California, Los Angeles, Los Angeles, CA, *Beckman
Coulter, Brea, CA,

Background: Disturbances in ionized calcium (iCa) are common among critically
ill patients and are associated with increased mortality among certain patient
populations. While ionized calcium testing provides the most physiologically relevant
assessment of calcium homeostasis, it is total calcium testing that usually serves as a
surrogate. The overwhelming barrier to the widespread utilization of iCa is the dogma
that because iCa concentration varies with pH it must therefore be measured under
anaerobic conditions.

Objective: The purpose of this study was to evaluate the extent to which iCa
measurement changes under aerobic conditions over time and to determine whether
these changes are relevant.

Methods: Twenty-five samples, collected in lithium heparin tubes, were randomly
selected from among those that had a physician-ordered basic or comprehensive
metabolic profile as part of routine patient care. Samples were manually uncapped and
immediately tested for iCa on a Nova 8 analyzer (Nova Biomedical, Waltham, MA).
The pH and iCa, corrected and uncorrected, were noted. The tests were repeated every
20 minutes for two hours. The tubes were never placed on ice and once uncapped,
never recapped. The data were evaluated using paired t-test analysis for the pH data
and Kruskal-Wallis One Way Analysis of Variance on Ranks for the calcium data.

Results: The pH values increased from 7.39 + 0.045 to 7.59 +£ 0.082 (mean+ S.D., p =
<0.001), at two hours, with an average increase of 0.09 + 0.046 per hour. Uncorrected
iCa showed a statistically insignificant decrease (1.18 + 0.11 to 1.11 +£ 0.11 mmol/L, p
=<0.05) while corrected iCa showed a statistically insignificant increase (1.18 +0.10
to 1.20 + 0.12 mmol/L, p = <0.05). The average rate of change for both uncorrected
and corrected iCa was 0.06 £ 0.02 and 0.05 £ 0.03 mmol/L per hour, respectively. In
addition to examining our data for statistical significance, we also examined it for
relevance. At the two hour window we examined corrected iCa and found that 17 out
25 patients started and remained within the reference interval (1.09 - 1.29 mmol/L).
Of the three patients who started below the reference interval, two had values increase
to within the reference interval (1.06 to 1.09 and 1.08 to 1.15 mmol/L). One patient’s
values increased from within the reference interval to exceeding the interval (1.22 to
1.34 mmol/L). Four patients had values that started and remained above the reference
interval and one patient sample was lost due to technical difficulties.

Conclusion: There was a statistically insignificant increase in corrected iCa from
serum samples left at room temperature and uncapped and this change does not
appear to be relevant within a two hour window. The results of this study suggest that
under most clinical laboratory settings, iCa testing in an unselected population can
be carried out under aerobic conditions. Further studies are necessary to evaluate this
change in certain patient populations including acute pancreatitis, extreme vitamin
D deficiency, following parathyroidectomy, and those receiving blood products and
lacking the ability to metabolize citrate.

ALOXSAP polymorphism interacts with dietary fatty acids in
apparently healthy Caucasians

N. L. Weir, S. Liang, M. Y. Tsai. University of Minnesota, Minneapolis, MN,

Background: Leukotrienes are mediators of inflammation that play an important
role in vascular inflammatory diseases such as cardiovascular disease (CVD).
5-lipoxygenase activating protein is encoded by the ALOXSAP gene and is a necessary
cofactor for the enzyme 5-lipoxygenase. Single nucleotide polymorphisms (SNPs) in
the ALOXSAP gene have been shown to be associated with risk for CVD in several
studies; however, not all studies were able to confirm the genetic predisposition of
ALOXSAP SNPs to the risk of CVD.

The current study aims to determine the association of ALOXS5AP polymorphism with
a subclinical marker of CAD—the intimal medial wall thickness of carotid artery
(cIMT) and how the plasma phospholipid long chain polyunsaturated fatty acids
modulate the genetic influence of ALOX5AP on cIMT.

Methods: In the current study, we selected 720 apparently healthy Caucasian
participants aged 45-85 y free of clinical cardiovascular disease from the Multi-Ethnic
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Study of Atherosclerosis (MESA). Seven SNPs of the ALOXSAP gene were chosen
for genotyping. The internal and common carotid intima-media wall thickness (cIMT)
of participants was measured by B-mode ultra-sound, and plasma phospholipid fatty
acid composition was determined by gas chromatography.

Results: The minor allele of the SNP rs17222814 was associated with increased
common IMT after adjusting for omega-3 fatty acids but not omega-6 fatty acids (EPA
p=0.0077; DHA p= 0.017; ALA p= 0.026). The atherogenic effect of rs17222814
minor allele was attenuated by increased plasma phospholipid omega-3 fatty acids.

Internal cIMT was negatively associated with EPA and DHA, and positively
associated with the ratio of omega-6 fatty acids to omega-3 fatty acids in a multi-
variant analysis model. Elevated ratio of omega-6 fatty acid to omega-3 fatty acids
was associated with increased internal cIMT in individuals who are homozygotes for
rs9315050 major allele (p=0.00017) but not carriers of the minor allele.

Conclusion: Previous studies have reported inconsistent results with regards to the
genetic influence of ALOXSAP polymorphisms. The current study demonstrates that
the lack of consistent findings may in part be due to the modifying effect of intake of
long chain omega-3 fatty acids on the association of ALOX5AP gene variants with
risk of CVD. Further studies are required to confirm this important gene-nutrient
interaction on the risk of CVD.

Essential trace elements and performance testing score in a Belgian
population of 80 years old and more

P. A. Olivier', B. Vaes?, H. Mekouar!, G. Demeur', J. M. Degryse?,
V. Haufroid'. 'Laboratory of analytical biochemistry, Cliniques
Universitaires St-Luc, Université Catholique de Louvain, Bruxelles,
Belgium, *Institute of Health and Society, Université Catholique de
Louvain, Bruxelles, Belgium,

Background Heart failure (HF) is a major health problem, associated with high
mortality and morbidity and often leads to poor physical functioning. Controversial
data about the relationship between essential trace elements (ETE) concentration
and cardiovascular disease (especially heart failure) have been published. Therefore,
nutritional supplementation with ETE is not yet recommended. The aim of our study was
to analyse the following ETE concentrations (Chromium Cr52, Cobalt Co59, Copper
Cu63, Manganese Mn55, Molybdenum Mo95, Selenium Se78, Vanadium V51 and Zinc
Zn66) to evaluate their potential relationship with performing testing score.

Methods 228 out of the 568 patients from the BELFRAIL (BFC80+) cohort were
studied. BFC80+ is a prospective, observational, population-based cohort study of
subjects aged 80 years and older in three well-circumscribed areas of Belgium. In
total, 29 general practitioner centers were asked to include patients aged 80 and
older. The general aim of the BELFRAIL study was to assess the dynamic interaction
between health, frailty and disability in a multisystem approach. Only three exclusion
criteria were used: severe dementia, in palliative care and medical emergency. To
evaluate physical functioning, a performance testing (PT) score was used. It included
timed measures of walking speed, rising from a chair, putting on and taking off a
cardigan, and maintaining balance in a tandem stand. This score ranges from 0 to 14
(Vaes and al. BMC Geriatrics 2010 10:39).

ETE concentrations in plasma were evaluated using the Inductively Coupled
Plasma Mass Spectrometry (ICP-MS) on a 7500 Series ICP-MS system (Agilent
Technologies, Santa Clara, USA). Samples were collected in S-Monovette® for trace
metal analysis from Sarstetd®, Germany. Plasma was frozen at -80C° until analysis.
Multiple regression analysis was used to evaluate the potential relationship between
ETE concentration and PT score.

The protocol was approved by the local Biomedical Ethics Committee.

MedCalc Software (Mariakerke, Belgium) was used for statistical analysis.

Results Multiple regression analysis showed a significant (P<0.0001) relationship
between Se concentration and PT score. The same conclusion was observed with Mn

(P<0.01). A statistical significant relationship with the PT score was not observed
with the others ETE.

Conclusion A significant relationship was observed between plasma Selenium,
Manganese and the performance testing score in an elderly population. Further
evaluations are needed to: 1- explain the physiopathology of this relationship, 2- study
potential benefits of supplementation with those ETE.

Tuesday, July 26, 2:00 pm — 4:30 pm

Effects of sample matrices, extreme storage temperatures, and
repeated freeze/thaw cycles on integrity of 25-hydroxyvitamin D

S. E. Encisco!, M. Sternberg?, M. Chaudhary-Webb?, E. Paliakov?, R. L.
Schleicher?. 'Oak Ridge Institute for Science and Education, Clinton, TN,
2Centers for Disease Control and Prevention, Atlanta, GA,

Background: Understanding preanalytical factors such as matrix equivalence and
analyte stability is key in obtaining valid laboratory results. Here we compared
concentrations of 25-hydroxyvitamin D (250HD) in its various forms (250HD,,
250HD,, epi-250HD,) in several serum/plasma matrices. We tested 250HD stability
in sera stored at -130°C to 37°C for variable times, and subjected sera to 0-4 freeze/
thaw cycles.

Methods: For matrix comparison, blood was collected from 27 adults in red-top
serum tubes with no additives (SNA), serum separator tubes (SST), or plasma Na-
heparin tubes (PH). Paired t-tests identified any statistically significant differences
between matrices. To study temperature effects compared to storage at -70°C
(reference condition), two vials each of three QC sera containing 7-90 nmol/L per
analyte were stored at 4°C for 4 weeks, 23°C for 3 weeks, or 37°C for 8 days, with
duplicate measurements taken throughout the test. Freeze/thaw stability was assessed
by subjecting two sets of QC sera to four freeze/thaw cycles, with measurements at
each cycle. A mixed effects model was used to assess pool-and-time or pool-and-
cycle effects. Average percent changes were calculated after testing for interactions.
Surplus patient sera (n=35) stored at -70°C and subjected to multiple freeze/thaws
were compared with pristine matched sera stored at -130°C; a random effects 1-way
ANOVA was used to detect differences. Samples were prepared using liquid-liquid
extraction. Concentrations were determined via an isotope dilution UHPLC-MS/MS
method with analytical imprecision (CV,) <10% at concentrations >20 nmol/L.
Results: There were no statistically significant differences between SNA-SST,
SNA-PH, or SST-PH for any 250HD metabolites (p>0.05). Neither extreme storage
temperatures nor four freeze/thaw cycles led to any loss of 25OHD.

Conclusions: Serum or heparinized plasma can be used interchangeably. 2SOHD
metabolites are extremely stable in serum. The increased concentration observed at
times was likely due to desiccation from multiple samplings.

Storage plti Fr i e Average % change
250HD2 250HD3 epi-250HD3
4°C/4 wk +15 +5 no change™
23°C/3 wk 0 no change* | nochange® +12
37°Ci8 d +7 no change* no change®
-70°C 4 +7 +9 no change®
-70°C 1+ (surplus [S])
130°C (iquid nitrogen) | 0 (pristine [F]) SHISEEY | mochanger | MBISER)
“p=0.05

Evaluation of a multi-point calibration curve for HPLC measurement
of vitamin K|

V. E. Barakauskas', J. K. Krantz?, J. J. Maxwell?, G. B. Welch?, E. L.
Frank'. 'Department of Pathology, University of Utah Health Sciences
Center, Salt Lake City, UT, ’ARUP Laboratories, Salt Lake City, UT,

Background: Vitamin K, a fat-soluble vitamin obtained from the diet, is required
for gamma-glutamyl carboxylation of proteins involved in hemostasis, bone
mineralization and vascular health. Fat malabsorption, hemorrhage in newborns, and
poor diet can be associated with low vitamin K concentrations. Peripheral vitamin K
concentration is correlated with dietary intake and can be important for anticoagulant
dosing. However, low circulating concentrations make its measurement difficult. In
our laboratory vitamin K, is measured by high-performance liquid chromatography
(HPLC) using a single point internal standard calibration. In a recent multi-laboratory
study, the vitamin K external quality assurance scheme (KEQAS) reported poor assay
specificity for samples containing low amounts of vitamin K, providing an impetus
for assay improvement. The purpose of this study was to develop and characterize
the performance of a multi-point calibration curve for HPLC-based vitamin K,
quantification.

Methods: Serum or plasma vitamin K, is routinely analyzed in our laboratory using a
protocol that involves liquid-liquid and solid-phase extraction, reverse-phase HPLC,
on-column reduction and fluorescence detection. Vitamin K concentrations are
determined by single-point calibration, using vitamin K, as an internal standard. The
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new method utilizes a five-point calibration curve. Assay linearity, imprecision and
carry-over were assessed using plasma samples containing known amounts of vitamin
K,. Method comparison was achieved by analyzing raw data using the established
protocol as well as the multi-point calibration curve.

Results: A five-point calibration curve, spanning a 250-fold range (0.38-95 nmol/L)
was used. Data were expressed as a ratio of vitamin K, to internal standard (vitamin
K,). There was an excellent linear relationship between vitamin K, and both peak
area and peak height. Linear regression results for 10 replicates were: y = 0.085x +
0.024, R?= 0.995 (concentration vs. peak area ratio) and y = 0.065x + 0.011, R*=
0.998 (concentration vs. peak height ratio). Variability of the ratio was lower at each
concentration when using peak height (CV: 3.7-11.8%) as opposed to peak area (CV:
5.9-13.4%); therefore, the use of peak height ratios was selected for implementation.
Furthermore, to facilitate quantification of low concentration samples, the calibration
curve was constructed using a y-intercept of zero. Imprecision was determined using
spiked plasma at three concentrations. Total imprecision (CV), calculated from
duplicate runs over 7 days, was 9.7%, 4.9% and 7.0% at 1.0 nmol/L, 7.1 nmol/L,
and 13.9 nmol/L, respectively. Carry-over from high concentration samples (~300
nmol/L) was < 0.1%. To compare methods, spiked serum samples were diluted with
saline to give 52 samples spanning a > 5000-fold range, then extracted and quantified
using both methods. Comparison of the two quantification procedures yielded a
Deming regression equation of y = 1.381x - 1.77, R = 0.999, S, =71

Conclusion: The characteristics of a five-point calibration curve for vitamin K,
measurement indicate it is suitable for clinical implementation, with excellent
linearity, precision and agreement. Validation in a reference population is warranted.

The investigation of vitamin D and vitamin B12 deficiencies in post-
partum women

A. Lefler!, C. Tipton', T. Hale?, T. Baker?, M. Jenkins?, R. Kauffman?, M._
Y. Moridani®. ‘School of Pharmacy Texas Tech University HSC, Amarillo,
TX, ’School of Medicine, Texas Tech University HSC, Amarillo, TX,
3School of Pharmacy & School of Medicine, Texas Tech University HSC,
Amarillo, TX,

Background: Vitamin D and vitamin B12 deficiencies have been associated with a
number of diseases such as the development of osteoporosis, increased risk of fractures
in the elderly, decreased immune function, bone pain, and depression for vitamin D
deficiency and the anemia and neurological deficits for vitamin B12 deficiency.

Objective: The primary objective of this study was to investigate the prevalence of
vitamin D and vitamin B12 deficiencies in post-partum women in Amarillo, Texas.

Methods: 27 subjects were enrolled at the Department of OBGYN, Texas Tech
University Health Sciences Center, Amarillo, Texas. Inclusion criteria included ages
18-55 year-old who were 4-8 weeks post-partum. The exclusion criterion included
any antidepressant medication use in the past six months. Patients were asked to
provide two blood samples on the day of their first post-partum visit for total vitamin
D and vitamin B12 measurements, which were treated as routine clinical specimens.
Subjects were asked to describe their prenatal and postnatal vitamin intake during
interview. Vitamin D levels less than 20 ng/mL and 20- 29.9 ng/mL were considered
vitamin D deficient and insufficient, respectively. Vitamin D levels of 30 ng/mL
or above is considered sufficient. Vitamin B12 levels less than 200 pg/mL were
considered deficient.

Results: 27 subjects were recruited. The results for 22 subjects were available (the
results for 5 subjects are pending). Vitamin B12 levels of the 22 subjects have ranged
from 296 to 1104 pg/mL (average: 546+182 pg/mL). None of the subjects were vitamin
B12 deficient. Vitamin D levels of the 22 subjects have ranged from 11-45ng/mL. Of
the 22 results available, 10 subjects (46%) had vitamin D deficiency levels (30ng/
mL; average: 4143 ng/mL). All the subjects but 2 reported taking prenatal vitamin
supplements regularly on a daily basis during pregnancy. Six subjects reported no
postnatal vitamin intake.

Conclusion: Despite taking prenatal vitamin supplements regularly on a daily basis,
87% of the subjects had vitamin D levels corresponding to vitamin D deficiency
or insufficiency. All the subjects had vitamin B12 levels above minimum reference
range. Pregnant women may need additional vitamin D supplements to attain
a vitamin D level above 30 ng/mL. The lower level of vitamin D levels could be
due to insufficient intake of vitamin D or an alteration in catabolism of vitamin D
during pregnancy. Our findings are important because the investigation of vitamin
D deficiency is not the routine part of post-partum visit. The vitamin D deficiency
can impact both mother and fetus/baby during pregnancy and breast feeding. We will
continue to recruit additional subjects and monitor the prevalence of vitamin D and
vitamin B12 deficiencies in post-partum women.
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Cocoa consumption effects on blood pressure, oxidative stress,
metabolic profile and biomarkers of inflammation and endothelial
function in individuals with stage 1 hypertension

L. P. Nogueira!, M. P. Knibel', D. C. T. Valenga', M. L. G. Rodrigues', J.

F. Nogueira Neto?, S. V. L. Argolo’, M. R. S. G. Torres', A. F. Sanjuliani'.
'Rio de Janeiro State University, Discipline of Clinical and Experimental
Pathophysiology, Rio de Janeiro, Brazil, °Rio de Janeiro State University,
Lipds Laboratory, Rio de Janeiro, Brazil, *Diagndsticos da América, Rio

de Janeiro, Brazil,

Background: Recent evidence suggests that the consumption of chocolate 70% cocoa
decreases blood pressure and oxidative stress, while improves endothelial function
and metabolic profile.

Objective: To evaluate in stage 1 hypertensive subjects, the effects of chocolate 70%
cocoa intake on casual blood pressure, glucose metabolism, lipid profile, oxidative
stress and biomarkers of inflammation and endothelial function.

Methods: Intervention clinical trial. Twenty stage 1 hypertensive subjects without
previous antihypertensive treatment, of both sexes, aged 18-60 years were included in
the present study. All patients received 50g of chocolate 70% cocoa/day (containing
2135mg polyphenols) for 4 weeks. To avoid weight gain during the study period,
patients were instructed to reduce their habitual energy intake in 280K cal/day.

Results: Comparison of pre versus post intervention data revealed significant
reduction in casual blood pressure. Systolic blood pressure decreased from 146.5 +
1.3 to 136.9 + 2.6mmHg, p < 0.001; while diastolic blood pressure was considerably
reduced from 93.2 + 0.7 to 87.4 + 1.8mmHg, p< 0.03. We observed a expressive
reduction, however not statistically significant on plasma biomarkers of endothelial
function: vascular cell adhesion molecule-1 (1037 +44 vs.1019 + 42ng/ml),
intracellular adhesion molecule-1 (160 + 12 vs.149 + 10ng/ml), E-selectin (68 + 7
vs. 64 + 6ng/ml) and biomarkers of inflammation: high sensitivity C-reactive protein
(9.3 £2.7 vs. 6.1 = 1.2mg/1) and interleucin-6 (88 + 21 vs. 69 + 15pg/ml). HOMA-IR
and serum levels of tumor necrosis factor-a, oxidized LDL, glucose, insulin, total
cholesterol, LDL cholesterol, HDL cholesterol and tryglicerides remained almost
unchanged during the study.

Conclusion: the results of this study suggest that chocolate 70% cocoa has a beneficial
effect on blood pressure.

Assessment of Iodine and Zinc status in school age children of
Eastern Nepal

A. K. Nepal, K. D. Mehta, P. Pokharel, M. Lamsal, N. Baral. B. P. Koirala
Institute of Health Sciences, Dharan, Nepal,

Background: Iodine and zinc deficiencies present a significant health problem
in Nepal. Co-existing micronutrient deficiencies during childhood contributes in
impairment of growth, immune competence, and mental and physical development.
The present study was designed to assess the iodine and zinc status, and investigate
the association of iodine and zinc deficiencies in the school age children of Eastern
Nepal.

Methods: We enrolled 386 school age children of 6-12 years of age from Sunsari and
Dhankuta districts of Eastern Nepal from August 2009 to July 2010. Written consent
was obtained from the guardians and school teachers of the school age children.
Spot urine samples (n=386) were collected in plastic vials, blood samples (n=174)
were collected in EDTA vials and transported to the laboratory maintaining a cold
chain. Plasma and urine samples were stored at -20 °C until analysis. Household
salt samples (n=318) were collected in air-tight plastic pouch, salt types were
categorized and salt iodine content was estimated by iodometric titration. Urinary
iodine excretion (UIE) in spot urine samples was estimated by ammonium persulphate
digestion microplate (APDM) method. Zinc was estimated in plasma by flame atomic
absorption spectroscopy. At low (20 pg/L), medium (199 pg/L) and high (>300 pg/L)
concentration of urinary iodine, intra assay coefficient of variation (CV) were 6.3%,
1.8% and 1.9% and inter assay CV were 11.9%, 4.9% and 6.2% respectively. Intra
and inter assay CV from pooled plasma samples obtained from healthy volunteers for
plasma zinc were 7.9% and 11.5% respectively. lodometric titration showed intra and
inter assay CV of 2.8% and 6.9% respectively.

Results: Our results showed median UIE 293.3 pg/L and 240.8 pg/L and mean+SD
plasma zinc levels 7.842.5 pmol/L and 7.5+2.5 umol/L in the school age children from
Sunsari and Dhankuta districts respectively. We found 27(14.13%) and 46(23.58%)
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school age children were iodine deficient (UIE<100 pg/L), 42(21.5%) and 34(17.1%)
school age children consumed inadequately iodized salt (<15 ppm), and 65(76.4%)
and 66(73.3%) school age children had low plasma zinc levels (<9.9 umol/L) in
Sunsari and Dhankuta districts respectively. Significant difference in median UIE was
observed between gender (p=0.032), iodine status (p<0.0001), salt types (p<0.0001)
and salt iodine content (p<0.0001) respectively. There was no significant difference
between the median UIE of the two districts (p=0.186). We found significant
difference in plasma zinc levels (p=0.043) between the age groups (8-10) and (10-
12) years. No significant difference was observed in the mean plasma zinc levels
between the two districts (p=0.399) and gender (p=0.579) respectively. There was
no significant association (p=0.564) between school age children who were iodine
deficient (UIE<100 pg/L) and had low plasma zinc levels (<9.9 umol/L). However,
34(19.5%) school age children having low plasma zinc levels had co-existing iodine
deficiency.

Conclusion: Our study showed remarkable iodine and zinc deficiencies in these
regions. There was no significant association between the deficiencies of iodine
and zinc. Universal salt iodization, zinc supplementation and awareness programs
regarding adverse effects of these micronutrient deficiencies should be continued to
minimize the risk in the vulnerable age groups.

Rapid determination of riboflavin in plasma using HPLC with
fluorescence detection

P. H. Tang. Cincinnati Children’s Hospital Medical enter, Cincinnati, OH,

Background: Riboflavin is the central component of the cofactors FAD and FMN,
and is therefore required by all flavoproteins. As such, riboflavin is required for a
wide variety of cellular processes. It plays a key role in energy metabolism, and is
required for the metabolism of fats, ketone bodies, carbohydrates, and proteins. The
clinical manifestations of deficiency are non-specific. Clinical manifestations include
mucocutaneous lesions of the mouth and skin, corneal vascularization, anemia, and
personality changes. Riboflavin has been used in several clinical and therapeutic
situations. For over 30 years, riboflavin supplements have been used as part of the
phototherapy treatment of neonatal jaundice. More recently there has been growing
evidence that supplemental riboflavin may be a useful additive along with beta-
blockers in the prevention of migraine headaches.

Determination of free riboflavin in plasma is considered appropriate for general
clinical analysis of riboflavin status and supplementation monitoring. Previously,
measurement of plasma riboflavin ordered by the physicians here at the Cincinnati
Children’s Hospital Medical Center was performed at the reference laboratory. The
results turnaround time were not always satisfied and service of monitoring was
lagging. Therefore, rapid and reliable HPLC procedures based on direct HPLC
injection after sample deproteinization or even without sample pretreatment are
greatly desired.

The need for a quick measurement of riboflavin in plasma samples in a simplified
manner and the need for a cost-effective procedure prompted the development of
a rapid HPLC method. Here, a rapid and reliable HPLC method is described for
determination of riboflavin concentrations in a small volume (100uL) of plasma that
is suitable in pediatric practice.

Methods: Sample (100uL) was vortex-mixed with methanol, ascorbic acid solution,
and internal standard lumiflavin for 1 minute and centrifuged at 10,350 g for 10
minutes at room temperature. The supernatant (ca. 300uL) was kept at dark for 30 min
and transferred to an autosampler vial, 20uL of supernatant was injected directly onto
the HPLC system. Separations of riboflavin and lumiflavin were achieved by using
a 5-um Microsorb-MV reversed-phase C18 column (150 x 4.6 mm) and a mobile
phase consisting water, methanol and acetonitrile. The flow rate of HPLC run was at
0.8 mL/min and column temperature at 30°C. Peaks of riboflavin and lumiflavin were
monitored at excitation 456 nm and emission 512 nm.

Results: The method achieved a linear concentration range of 2.66-132.85 nmol/L,
which covered the reference range of 6.2-39 nmol/L. The limit of detection was 0.8
nmol/L. Both within-run and between-run precision for three fortified controls (19.9,
39.9, and 79.7 nmol/L) in plasma were lower than 6%. Analytical recoveries were
greater than 96%. No interference was observed. The method was compared to a
reference laboratory HPLC assay using 30 samples ranging from 5 to 100 nmol/L.
The correlation showed a slope of 1.06, an intercept of 1.2 nmol/L and an r of 0.95.
Conclusion: This HPLC run is rapid (7 min) with excellent reproducibility. It requires
no solid-phase extraction and one step deproteinization prior to chromatography. It is
suitable for routine analysis of riboflavin in plasma.
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Effect of temperature and light on the stability of serum carotene

Y. Chen, J. Giasson, M. Hernandez. Division of Clinical Biochemistry,
Department of Laboratory Medicine, Dr. Everett Chalmers Regional
Hospital, Horizon Health Network, Fredericton, NB, Canada,

Background: Fat-soluble vitamins, such as carotene, are generally considered highly
unstable at ambient temperature and when exposed to light and oxygen. Recent
studies indicated that carotene concentrations in whole blood change insignificantly
for several days; however stability data for serum carotene remain scarce. The aim of
the study was to examine the effect of temperature and light on the stability of serum
carotene.

Methods: Five serum pools were made using healthy volunteers and 7 day old
left over laboratory samples. Carotene levels ranged from 2.50 - 4.27 pmol/L.
Aliquots were stored under the following conditions: room temperature-dark, room
temperature-light, refrigerated-dark, refrigerated-light, frozen (-30°C)-dark, and
frozen (-70°C)-dark for the duration of 1, 3, 7, 10, or 14 days until analysis. Serum
carotene concentrations were determined by spectrophotometer at a wavelength of
440 nm.

Results: Samples stored at -70°C for 14 days (the end of study controls) showed a
minimal average change of only 3.04% compared with those measured freshly at day
0. Compared with the end of study controls, samples stored at room temperature-light
for 10 and 14 days demonstrated a significant decrease (p<0.05) in carotene levels.
Except for room temperature, all other storage conditions did not induce clinically
significant changes of serum carotene.

Conclusion: Serum carotene levels are stable when stored at 4°C (in dark or light)
or in the freezer for up to 14 days. Carotene stability is also acceptable at room
temperature-dark for 7 days or room temperature-light for 3 days.

Table 1: Percentage change of serum carotene % (SE) at various conditions
Room Temperature Refrigerated (4°C) zgooz oeél) Er;)ozf él)
dark light dark light dark dark

Day 1 [2.05 (3.25) |-3.77 (2.31) ;2:2(1)) (gii) -2.54 (5.07)

Day 3 |-1.54 (2.85)|-5.95 (2.77) ZZ?)Z;) Ei:;f) -0.72 (5.08)

Day 7 [-6.90 (3.94)|-14.52 (2.77) 31::2) Eﬁé?) 0.66 (3.79)

o e e o i
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* p <0.05 compared with percentage changes of frozen at -70°C for 14 days.

Determination of Cadmium in Whole Blood: Comparison of
Proficiency Test Results with Isotope Dilution Inductively Coupled
Plasma Mass Spectrometry

K. E. Murphy', W. F. Guthrie!, C. D. Palmer?, M. F. Verostek?, C. M.
Geraghty?, P. J. Parsons®. 'National Institiute of Standards and Technology
(NIST), Gaithersburg, MD, *Wadsworth Center, New York State
Department of Health, Albany, NY,

Background: Recently, NIST issued SRM 955c¢ Toxic Elements in Caprine
Blood, a four-level frozen blood CRM intended for use in evaluating the accuracy
of measurements of toxic elements and mercury species in whole blood. Certified
concentration values, values of highest metrological order, are reported for Cd in
Levels 1 and 3 based on ID ICP-MS measurements performed at NIST. Proficiency
test (PT) data for SRM 955¢ were collected by NYSDOH and used to assign reference
values for Levels 2 and 4. Now, additional ID ICP-MS measurements have been
completed, enabling a comparison (Levels 2, 3, and 4) between the PT data and the
ID ICP-MS data.

Methods: ID ICP-MS - Blood (1.0-g to 1.8-g) from six to eight vials of SRM 955¢
Levels 2, 3, and 4 was sampled, spiked with enriched ''Cd, and digested with high
purity HNO, in a high pressure microwave oven. Following digestion, a small portion
of the sample was retained for analysis as the unseparated fraction and the remaining
portion was separated off line using anion exchange chromatography. Samples were
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introduced into the ICP-MS via a membrane desolvator to minimize oxide formation.
Results were calculated using the Cd/'2Cd, "'Cd/"*Cd and ''Cd/"*Cd intensity
ratios after correction for residual spectral inference from Mo and Sn. SRM 966, Toxic
Elements in Bovine Blood was used for method validation.

Clinical Procedures - Single, blinded vials of each level of SRM 955¢ were distributed
for analysis “as special” PT samples. Samples were analyzed in the same manner as
routine patient specimens. A sub-set of the reported data, composed of results from a
group of 22 experienced reference laboratories using ICP-MS (18), graphite furnace
atomic absorption spectrometry (3) and atomic absorption spectrometry (1), were
used for comparison to ID ICP-MS data.

Results: PT data are within -0.9 %, -3.3%, and -4.0 % of ID ICP-MS data for Cd
in SRM 955¢ Level 2 (2.16 pg/L), Level 3 (5.20 pg/L), and Level 4 (10.26 pg/L),
respectively. The approximate 95% confidence intervals for the difference between the
means show no evidence of disagreement for Level 2, however small but statistically
significant differences are revealed for Levels 3 and 4. Comparison of ID ICP-MS
results for unseparated and separated sample fractions illustrate the adverse effect of
blood matrix on the precision and accuracy of Cd measurements. CV’s were 1.0 %
for unseparated and 0.3 % for separated Cd Level 4 sample fractions (n=8) and means
differed by +2.5 %. Matrix-induced signal suppression resulted in a 50 % decrease in
signal intensity for unseparated samples.

Conclusion: It is possible that the small differences observed in the PT data and ID
ICP-MS data are due to differing sample treatments. Matrix separation, used in the
ID ICP-MS analyses was shown to improve accuracy and precision by reducing the
effects of spectral and non-spectral interference. Reference values for Cd in Level 2
and Level 4 currently reported on the Certificate of Analysis for SRM 955¢ will be
updated to reflect the additional ID ICP-MS data.

Evaluation of trace elements and biochemical parameters in blood
samples from a healthy elderly population in a university hospital in
Brazil

N. M. Sumita!, M. E. Mendes?, O. Jaluul>, W. Jacob Filho®, M. Saiki*.
!Central Laboratory Division & Laboratories of Medical Investigation
(LIM-03) of Hospital das Clinicas da Faculdade de Medicina da
Universidade de Sao Paulo (HCFMUSP) and Fleury Medicina e Saude,
Sao Paulo, Brazil, *Central Laboratory Division & Laboratories of
Medical Investigation (LIM-03) of Hospital das Clinicas da Faculdade de
Medicina da Universidade de Sdo Paulo (HCFMUSP), Sao Paulo, Brazil,
*Clinical Geriatric Discipline of Hospital das Clinicas da Faculdade

de Medicina da Universidade de Sdo Paulo (HCFMUSP), Sao Paulo,
Brazil, “Instituto de Pesquisas Energéticas e Nucleares (IPEN), Neutron
Activation Analysis Laboratory, Sao Paulo, Brazil,

Background: There are few data about reference values to be used in laboratory
tests for elderly. This fact encouraged us to evaluate some biochemical parameters
and trace elements concentrations present in blood samples from ambulatory elderly
people.

Methods: This study was submitted and approved by our Internal Review Board
(IRB). An elderly population, without clinical evidence of serious chronic diseases,
from Clinical Hospital of Sao Paulo University Medical School was evaluated.
The selection of these individuals was based on the SENIEUR protocol (SENlor
EURopean Protocol). The blood samples of 125 elderly people (36 men and 89
women), aging 72 + 8 years, were analyzed. The blood, after 12 hours fast, was
collected by venipuncture using sterile standard metallic needles. It was collected in
two types of evacuated tubes (Vacutainer Systems - Becton Dickinson, EUA): SST
IT Advance gel and clot activator tube and a specific tube for trace elements analysis,
without heparin. An aliquot of serum (3.0 mL) was transferred to a flask (Nalgene) and
freeze-dried for trace element determinations. Neutron activation analysis (NAA) was
applied for trace elements determination. About 150 mg of freeze-dried serum were
irradiated at the IEA-R1 research nuclear reactor together with elemental standards.
Short and long irradiations were carried out under a thermal neutron flux of about 4
x 10" n em™ s”'for Br, Ca, Cl, Fe, Na, Rb, Se and Zn determinations. After adequate
decay times, the irradiated samples and standards were measured using a Hyperpure
Ge detector Model GX2020 coupled a gamma-ray spectrometer. The radioisotopes
measured were identified according to their half-lives and gamma-ray energies and
the element concentrations were calculated by comparative method. The certified
reference material, NIST 1566b Oyster Tissue was analyzed to evaluate the accuracy
and precision of the results.

Results: The mean concentration values obtained by NAA were: Br: 3.45+ 0.84
mg/L, Ca: 9.58 + 0.94 mg/dL, CI: 89.19 + 8.67 Meq/L, Fe: 132.4 + 109.5 pg/L, Na:
133.3+12.5Meq/L,Rb: 321.0+57.8 ug/L, Se: 76.7+25.0 pg/Land Zn 96.2 + 14.5 ng/L.

Nutrition/Trace Metals/Vitamins

Biochemical analyses were carried out on Roche/Hitachi MODULAR ANALYTICS
PP (Roche Diagnostics GmbH, Mannheim, Germany), using specific kits from Roche
Diagnostics, too. The biochemical mean values obtained were: uric acid: 5.0+1.4 mg/
dL, total bilirrubin:0.72+0.29 mg/dL, Na:141+3 mEq/L, K:4.5+0.4 mEq/L, Ca:9.4+1.1
mg/dL, ionized Ca:5.1+0.5 mg/dL, P: 3.5+0.5 mg/dL, Mg:2.09+0.28 mg/dL,
glucose:93+10 mg/dL, urea:37+12 mg/dL, creatinine:0.84:+0.19 mg/dL, Fe:105+32
ug/dL, total iron-binding capacity:304+41 pg/dL, ferritin:178+154 ng/mL, total
protein:7.4+0.5 g/dL, albumin:4.4+0.3 g/dL, total cholesterol:210+36 mg/dL, HDL-
cholesterol 59+14 mg/dL, LDL-cholesterol:128+32 mg/dL, triglycerides:121+60
mg/dL, AST:22+7 U/L, ALT:20+11 U/L, alkaline phosphatase:79+ 25U/L and
GGT:25+29 U/L.

Conclusion: It can be concluded that the blood sera from this healthy elderly group
do not present deficiency or excess of trace elements. The results of biochemical
parameters suggest the need to establish specific reference values for elderly.

Hepcidin and ferritin in hemodialyzed patients

J. Racek!, T. Sedlackova!, J. Eiselt!, L. Malanové?, L. Trefil’, D. Rajdl'.
'Charles University, Faculty of Medicine, Pilsen, Czech Republic, °B.
Braun Avitum, Pilsen, Czech Republic, *Faculty Hospital, Pilsen, Czech
Republic,

Background: Hepcidin is a key systemic regulator of iron metabolism. Hepcidin
binds to the iron cell exporter ferroportin so iron is kept in the cells unavailable
for erythropoiesis. Hepcidin synthesis is up-regulated by high iron stores and
inflammation. Dialyzed patients have very often impaired iron management -
they suffer from anemia, which is caused by many factors including the state of
microinflammation and hepcidin retention due to decreased glomerular filtration rate.
Our aim was to describe the relationship of hepcidin and other parameters of iron
metabolism, erythropoiesis and inflammation in these patients.

Methods: Complete blood cell count, iron, ferritin, trasferrin, CRP, albumin,
creatinine, hepcidin (ELISA kit from DRG Diagnostics), soluble transferrin receptors
(sTfR) and IL-6 were measured in samples from 164 patients treated in chronic
hemodialysis program at the I** Department of Internal Medicine, Faculty Hospital
in Pilsen (age 66+13, 25-92 years), 63 women and 101 men and 37 control healthy
volunteers (age 55+20, 21-92 years), 21 women and 16 men.

Results: Iron, transferrin and hemoglobin were significantly lower in the patients
group (p<0.0001) while ferritin (p<0.0001), sTfR (p<0.05), hepcidin (p=0.0003),
CRP and IL-6 (p<0.0001) were significantly higher in the patients group. Hepcidin
weakly (p<0,05) positively correlated with CRP and ferritin and weakly negatively
correlated with transferrin (p<0,05) in hemodialyzed patients. No correlation of
hepcidin with other biochemical parameters in controls was shown.

Conclusion: Parameters of iron metabolism, erythropoiesis and inflammation were
significantly different between hemodialyzed patients and a control group. Only weak
correlation between hepcidin and ferritin and CRP and no correlation with IL-6 in
hemodialyzed patients can indicate that the influence of inflammation as a factor
causing increased hepcidin levels in hemodialyzed patients is not crucial and other
factors including its retention in end-stage renal disease can concur.

The study was supported by research project No MSM 0021620819.

Modified Method for the Simultaneous Measurement of Retinol,
a-Tocopherol, and B-Carotene in Human Serum

Y. Berman, S. Galvez, J. Pisc